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1. REGIONS, INTERVALS, CONFIDENCE LIMITS

Let X = (X1,...,X%,)" be a sample with realizations= (x,... %)) , x€ X CR".
Suppose thak; has a densityf (x;0), 6= (61,...,0)T € ® C R,with respect to
the Lebesgue measure,

Ho: X~ f(x8), 6= (B1,...,80)T e ©C R
Let b= b(8) be a functionb(-) : © = B C R, B? is the interior ofB

Definition 1 A random set CX), C(X) C B C R"is called the confidence region for
b = b(6) with the confidence levgl(0.5 < y < 1) if

inf Pg{C(X) 3 b(8)} =V.
Bco

This definition implies for alb € ©
Pe{C(X) > b(8)} > .

In the case tB) € B C R! the confidence region is often an interval ih, R
C(X) =]bi(X),bs(X)[C BC R,

and it is called the confidence interval with the confidence lg¥et b. The statistics
bi (X)) and k(X) are called the confidence limits of the confidence inter&C

Definition 2 A statistic h(X) (bs(X)) is called the inferior (superior) confidence limit
with the confidence levg] (y2) (or inferior (superior)yi(y2) - confidence limit briefly),
if

inf Pg{bi(X) <b} =y (inf Pg{bs(X) > b} = y2> , 05<yj<1
Bco Bco

They = 1— a confidence interval has the forji (X), bs(X)[, where B(X) and ky(X)
are they; = 1— ay inferior andy, = 1 — a2 superior confidence limits, respectively,
such thaii; + 02 = a, (0< 0; < 0.5). If ag =0y, then takeyy =y =1—0/2.

Definition 3 The intervals
{bi(X),+o} and {-o,bs(X)}

are called the superior and inferior confidence intervals for b. Botervals are
unilateral.
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2. THEOREM OF BOLSHEV

Lemma (Bolshev) Let &) be the distribution function of the random variable T.
Then for all ze [0, 1]

1) P{G(T) <z} <z<P{G(T-0) < z.
If T is continuous, then

P{G(T)<z} =z 0<z<1l

Proof: First, we prove the inequality

2) P(G(T)<z}<z 0<z<L

If z=1, thenP{G(T) <1} < 1. Fix z€ [0,1) and for this value of consider the
different cases.

1) There exists a solutiop of the equatiorG(y) = z. Note

Yo =supy: G(y) = z}.
It can be:

a)G(yo) = z In this case

P{G(T) <z} <P{T <yo} = G(yo) =2

b) G(yo) >z Then
P{G(T) <z} <P{T <yo} =G(yo—-0) <z

2) A solution of the equatiofs(y) = z does not exist. In this case there exigtsuch
that

Glyy>z et Gy-0<z

SO
P{G(T) <z} <P{T <y} =0G(y-0) <z

The inequality (2) is proved.
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We prove now the second inequality in (1) :

3) z<P{G(T-0)<z}, 0<z<1L

Consider the statistie-T. Its distribution function is
G (y)=P{-T<y}=P{T>-y} =1-G(-y-0}.

Replacing

T,2zG by —-T,1-z and G~
in the inequality (2) we have:
P{G (-T)<1-z}<1-z 0<z<L1l

This implies

P{1-G(T-0)<1-2<1-z2
P{G(T-0)>z}<1-2
P{G(T-0)<z} >z 0<z<1l

If T is continuous, theli(t — 0) = G(t), and (2) and (3) impP{G(T) < z} =z for
all ze [0,1].

The lemma is proved.

Theorem (Bolshev) Suppose thatthe random variable=ITT(X,b), b € B, is such
that its distribution function
G(t;b) = Po{T <t}

depends only on b for all ¢ R and the functions

I(b;x) = G(T(x,b) —0;b) and Sb;x) = G(T(x,b);b)
are decreasing and continuous in b for all fixed X. In this case:
1) the statistic h(X) such that

4 bi = bi(X) =sup{b: I(b;X) >y,be B}, if this supremum exists
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or

(5) b = bj(X) = inf B, otherwise

is the inferior confidence limit for b B® with confidence level larger or equal to;

2) the statistic B(X) such that

6) bs=Dby(X)=inf{b:S(b;X)<1-y, beB}, Iifthisinfimum exists

or

(7 bs = bs(X) = supB otherwise

is the superior confidence limit for &B° with the confidence level larger or equal to
\?C) if X € X, is such that the functionglb;x) and Sb;x) are strongly decreasing with

respectto b, then h(x) and ky(x) are the roots of the equations

(8) I(bi(x);x) =y and §bs(x);x) =1-y.

Proof: DenoteD = D(X) the event
D = {there exists bsuchthat (b;X) >vy}.
Then for the true valué € B® we have (using Bolshev’s lemma)
P{bi < b} = P{(bi < b)(\D} +P{(bi < b)("|D} =

P{((supb : 1(b";X) > y,b* € B) < b)ﬂD}+P{(infB< b)ﬂﬁ} -

=P{(1(;X) < y)[|D} +P{D} > P{(1(b;X) < y)(|D} + P{(I(5;X) < y)[ D} =
=P{l(b;X) <y} >v.

The theorem is proved.

Remark: Often, instead of the statistit a sufficient statistic or some function of
a sufficient statistic for a parametercan be taken.

O
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3. EXAMPLES

1. LetX = (Xg,...,%)" be a sample and suppose tbathas a Poisson distribution
with a paramete®:

X

Xi ~ f(X;G):%e*e,XEX:{0,1,...},96(9:]0,00[.

Denote

T=Xg+...+ X

a) Show that the statistics

1 2 1 2
ei == %Xl,yl(ZT) and es == %XVZ(ZT + 2)

are the inferior and superior confidence limits #®mwith confidence levels larger
or equal toy; andy, respectively;x2(n) denotes thex-quantile of a chi-square
distribution withn degrees of freedom.

b) Find a confidence interval f& with confidence level larger or equal yo

Solution. The sulfficient statistid” follows the Poisson distribution with parameter
nd. Then

k i
G(k;0) = Po{T <k} = %(r‘%e“‘] = P{X3.1 > 210} = P(2n0,2k+2), k=0,1,...
2,7l

and

k—1 i
G(k—0;0) = Py{T < k} = Z)(”i—')e”e =P(2n0,2k), k=1,2,...,
L

G(k—0;6)=0,k=0.
The functiond andS are

P(2n6,2T), if X#0,
'(9;X>:{o.( S-S

S(6;X) = P(2n8, 2T + 2).
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The functionSiis strictly decreasing for all', T > 0, andl is strictly decreasing for
all T #0. In these cases the theorem of Bolshev implies (see (8)):

P(2n6;,2T) =y1  P(2n6s,2T +2) =1y,

from which it follows

1 1
9) 8 = o XEy(2T), Bs=o-XG,(2T +2).

If T =0 thenl(6;X)=0. There is no such that
1
1(6;X) =y1 > >
The formula (5) implies
6 = inf 8 =inf]0, + o[ = 0.
6>0
b) The intervall6;, 84| is the confidence interval fd@ with a confidence level larger

orequal toy=1—qa, if y=1-01, Yo =1—02, a;+azx =a. If a; =ay, take
V1:V2:1—C(/2.

2. Let X = (Xg,...,X,)" be a sample and suppose thathas an exponential

distribution with mear,6 > 0:

1
(10) Xi ~ f(x8) = éexp{fg}l(bo).

a) Findy-confidence limits foi6.

b) LetXﬁr) = (X ,X(r))T be a type Il censored sample from the distribution (10).

Find ay-confidence interval fof and the survival function

S(x;8) = Pa{X1 > x}.

Solution. a). Denote
T=Xg+...+ X

The sulfficient statistid@ follows a gamma distributio®(n; %) with parameters and
1/6:

t
P{T <t} = u"te W8du t > 0,

o
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and hencél /0 follows the gamma distributio®(n; 1), and
2T .,

o X2n-
In this example the functionsand S can be taken as
1(6;X)=96,X)=1-7P (%T,Zn> .
These functions are decreasingfirand the formula (8) implies
1-P 2—T,2n =y and 1-?7 2—T,2n =1-vy,
ei es

from where we obtain

2T 5 2T 5
Fi - Xy(zn) and es - Xl—y(zn)7
and hence oT oT
6i=—— and 6= ———.
Cx§@n) Txg (2n)

b) As it is well known the statistic

r

follows a gamma distributiofs(r; %), and hence thg= 1— a-confidence interval for
0 is ]6;,0s[, where
2T, 2T

and 65—

B=——" —_r
I Xi—a/Z(zr) X%—u/z(zr)

Since the survival functiors(x;b) = e %%, x > 0, is increasing i, we have the
y-confidence intervdlS, S| for S(x;8), where
S=e*% and S=e¥5%.
3. Let X = (Xg,...,%)" be a sample from Bernoulli distribution with parameter

0:
X~ f(x08) =6'(1-0)1% xe x={0,1},06€ ©=]0,1].

Find the limits of confidence foé with the confidence levels larger or equal to
Yi.
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Solution. It is clear that the sufficient statistic

T:_ixi

follows the binomial distributioB(n, 8) with parameters and6. Then

G(k;8) = Pg{T <k} = i( ? ) 6(1— ) =

i=
l1g(n—kk+1)=1—-lg(k+1,n—Kk),k=0,1,... ,n—1,
G(k;0) =1, ifk=n,
wherely(a,b) is the beta distribution function with parameterandb, and

G(k—0;6) = kzj( ! ) 010" i=

|
1-lg(k,n—k+1),k=1,2,...,n,
G(k—0;8) =0, if k=0.
The functiond andS are

< hhe(n=T+1T), ifT#O0
1(8:X) { 0, otherwise,

| hee(n=T,T+1), ifT#n
S(G’X)—{ 1 it T=n.

We remark thatS(0;X) is strictly decreasing i® for T # n, and|(6;X) is strictly
decreasing ird for T # 0, and hence from the formula (8) it follows that

lig(N—=T+1T)=y, for T#0

and
0=0, if T=0,
l1_p(N=T, T+1)=1-y1 for T#n
and
0s=1, if T=n.
Hence,
g _ 1-x(y;;n—=T+1,T), ifT#O0
"1 0 if T=0,
6. — 1-x1-y;n—T,T+1), ifT#n
ST 1, if T=n,
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wherex(y1;a,b) is theyi-quantile of the beta distribution with parametarandb.
4. Let X be a discret random variable with the cumulative distribution fmcti
F(x0) =Po{X <x} = (1-8M)1p (x), xeR', B8€O@=]0,1]

Find ay-confidence interval fo8, if X = 1.

Solution. In this case
I(X;0) =F(X—-0;0) and S(X;0)=F(X;0).

If X=1 then
[(1;6) =F(1-0;6)=F(0;6) =0

and according to the formula (5) we have that the inferior confidencé @nfor 6
with confidence level larger or equal o is

6 =inf6=inf]0,1[ = 0.

If yi =1 thenP{6; < 8} =y, so6; =0 is 1-confidence inferior limit fof. On the
other hand the function
S(1;0) =F(1;,6)=1-6

is decreasing i®, and hence according to the formula (8) we have
S(1;8s) =1z,
from whereBs = y», so they; = 1 andy», confidence limits foil® are 0 andy,, and a

gammaconfidence interval fo8 is ]0,y], since fory; = 1 the equalityy=y1 +vy2—1
is true wheny, = .

5. Let X; and Xz be two independent random variables,

X~ f(x0) =e 14 ,(x),0c0=R"

Find the smallesy-confidence interval foB.

Solution. The likelihood functionL(6) for X; and Xz is

L(8) = exp{— (X1 + X2 — 28) } 19 o[ (X(1) )
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from where it follows thafX ;) = min(Xy, Xz) is the minimal sufficient statistic fod
andf = X(1) is the maximum of the function

1(8) =InL(B) = (26 — X1 — X2) L, (X(1)):

which is increasing i® on the interval — e, X1)]. Since for anyx> 0

. 2
Po{X(1) > X} = Po{X1 > X, X2 > X} = (/ e(te)dt) _ e72(x—6)7
X

we have
Po{Xy) < X} = G(x;8) = (1— e*2<xfe>) low (X, xeR.

In this example the functiong8; X(;)) and §(6;X4)) are

1(8:X2)) = S(B:X1)) = G(X1):8) = 1 — e 270,
They are decreasing i and hence from the theorem of Bolshev we have

1-e X0 %y and 1-e 20 % —1_y,
thus 1 1

B = X + éln (1-vy1), and 6= Xy + Elnyz.
The interval]6;, 0] is they-confidence interval foB if y=vy1 +y> — 1.

The length of this interval is

1
06— 6 = E[Inyz— In(1—vyy)].

We have to findy1 andy, such thatys +y2 = 1+vy, 0.5<y <1 (i=1,2) and the
interval]6;, 85| is the shortest. We considég — 6; as the function ofp. In this case

1
(6s—6) = E[Inyz— Iny2—vy|' =

1(1 1 )
S(=- <0,
2\Y2 Y2-Y

and hencds — 6; is decreading iry, (0.5 < y» < 1) and the minimal value s — 6;
occurs wheny, =1 andy; = 1+y—y2 =Y. Since in this case

1
Gi:X(1)+§In(l—y) and GSZX(l)
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min(6s—6;) = f%In(lfy)fIn\/lfy.
6. Let X; and X, be two independent random variables uniformly distributed on
[6—1,86+1], 8 € RL Find the shortesj-confidence interval fo.

Solution. It is clear thatY; — 6 is uniformly distributed on [-1,1], from where it
follows that the distribution of the random variable

T=X1+X0—-20=Y1+Y>

does not depend o It is easy to show that

07 YS 727
l( 2
y+2)?7, —-2<y<0,
Gy)=P{T<y}={ 8
(y) =P{T <y} 1 (y%2)27 0<y<2
1, y>2.

The function
G(T) = G(Xy + X —260),0 € R,

is decreasing if®. From (8) it follows that the inferior and the superior confidence
limits with the confidence levelg andy, correspondingly (& < vy < 1) satisfy the
equations

G(X1+X2—26)=y1 and G(X1+Xz—265) =1y,
from where we find
o =202 14 o ) and 8,="1"2 41 /oy
It is easy to show that for givep=y; + y»> — 1 the function

Bs— 6 =2-/2(1-y1) V21 yo)

has its minimal value (considered as functionygf0.5 < y1 < 1) when

1ty

Y1 >

In this casey; = 1—;’ so the shortes-confidence interval fob is ]6;, 6s[ where

6 = X1ﬂ2LX2 —14+4/1-y and 6s= X12X2+17«/1—y.

7. Suppose that is the number of shots until the first success. Findythe0.9
confidence intervals for the probabilifyof success, if
a). T=1;b). T=4;c). T=10.
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Solution. The distribution ofT is geometric :
P{T=k}=p(1-p~tk=12....

The values of the distribution function df in the pointsk are

G(k; p) —_ip(l— p)l=1-1-pkLk=12....

The functiond ansS are

I(pT)=1-(1-p" % SpT)=1-(1-p".

The functiond (p; T) andS(p; T) are increasing ip if T > 1 andT > 1, respectively.
So they are decreasing q=1—p.

It follows from the formula (8) thaty lower and upper confidence limits satisfy
the equations
1-¢g "=y for T>1

1-ql =1-y; for T>1
So .
g=(1- yl)Ti for T>10gs=y] for T>1
and
1 1
pi=1-gs=1-y] for T>1ps=1-g=1—-(1-y)T1 for T>1
If T=1, theng =inf]0,1[=0, ps=1
. . . 1+
To find they=1—a = 0.9 confidence interval we takg =1—0/2= Ty =0.95.
So they = 0.9 confidence interval fop is (pj, ps), where
pi=005 ps=1 for T=1,
p=1 0951 =001274 ps=1 005Y3=06316 for T =4,
pi=1 0950 = 0005116 ps=1-005Y°=02831 for T =10,

8. Let X = (Xy,...,%)" be a sample and suppose tb@athas the normal distri-
bution: X; ~ N(u,¢?). Find ay confidence interval fop.

Solution. The sufficient statistic i$X, $?)



Consider the statistic \/_(i )
n —
T(X,y) = s

The random variabld@ (X, ) has the Student distribution with— 1 degrees of free-
dom and distribution functiofy, ,. So

I X) =S(WX) =R, (TEX,W).

The functiond andS are decreasing with respectjipso by the theorem of Bolshev

and

wheret,_1(a) is the a-quantile of the Student distribution with— 1 degrees of
freedom.

Confidence intervals for the variance, for the difference of two meanshtor t
ratio of two variances, etc., can be obtained in a similar way.
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