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COMPARISON OF SIX ALMOST
UNBIASED RATIO ESTIMATORS

M. DALABEHERA* AND L.N. SAHOO!

In this paper, we compare siz almost unbiased ratio estimators with
respect to bias and efficiency for (i) finite populations, and (i) in-
finite populations in which the joint distribution of the characters
under study is bivariate normal.
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1. INTRODUCTION

Let y and z be real variates taking values y; and z; (1 < i < N) for the
1th unit of a population of size N with means ty and p, respectively. Suppose
that a sample of n units is selected from the population by simple random sam-
pling without replacement (SRSWOR) for the purpose of estimating the ratio
R=puy/pz (pz # 0). Under the assumption that the two variates are positively
correlated the usual ratio estimator r = 5/% (7, T denoting the sample means
of y and z) for R is well known in the literature. In general, the estimator is
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biased and though for large n the bias is negligible as compared to the stan-
dard deviation, several “ratio-type” estimators have been put forward that are
unbiased or almost unbiased (unbiased upto terms of order n™1).

Beale (1962) and Tin (1965) proposed equivalent almost unbiased ratio (AUR)
estimators

A =r(14+6bicy)/ (1 +91ci)
and
Ay =17 [1 + 61 (cxy - cg)]

respectively, where

01 = n—l—N"l,
Cry = Szy/ﬁ;
@ o= 2
1 n
o= L E DD,
1=

and

n-—1
i=1

Another AUR estimator. similar to those of Beale and Tin suggested by

Sahoo (1983) is
As=r/[1+6 (c2 - czy)] -

Sahoo (1987) generated a class of AUr estimators considering a function of
ci and ¢z, satisfying some regularity conditions, which includes A1, A2 and A3 as
particular cases. Three new AUR estimators as members of the class were also
proposed by Sahoo (1987). These estimators are defined by

Ay = 7"(1+01Czy)(1—616§)
/\5 T (1 - 0163) /(1 - 0163y)

I

and

/\5 = 7'/ [(l—ﬁlczy) (1+0163.)] .

But, no attempts have been made to study the design based properties of these
estimators.

In this paper, a comparison of these six AUR estimators is perforned on the
basis of biasedness and efficiency for
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(i) finite populations considering bias and mean square error to terms of

O(n~%), and

(ii) infinite populations assuming that the distribution of the two-dimensional
variable (z, y) is bivariate normal and considering mean square error upto

O(n=3).

The comparative study made by Tin (1965) leads to the conclusion that for
(i) A1 has a smaller bias than Ay, whereas s is more efficient than A1 for (ii).
Sahoo (1983) also judged the efficiency of Az for (ii) and shown that it is more
efficient than A; but more efficient than Az when. C1; > Cyp, where we define
Coq = qu/ug,u;, Kpq being the (p, ¢)th cumulant of z and y.

In the present study, the biases and mean square errors of the estimators are
obtained by using the same notations and approximations used by Tin (1965)
[also see Kendall, Stuart and Ord, vol. I, p. 242].

2. COMPARISON OF BIASES

To terms of order n=2, the expected values of the AUR estimators are given
as follows:

E(A) = R[1—H —202Cy(Cy — C1y)]

E(A;) = R[l-H —363Cy(Co — C11)]

E(d3) = R[l1-H—6}(2C20 + C11)(Cz0 — C11)]
E(M) = R[l—H—02C30(3Cs — 2C1y)]

EQs) = R[1—H—6}(3Cs+C1)(Cao— Cyy)]

E(x) = R[1—H-0} (20 - Cu)’]
where H = (292 - 361/N) (021 - Cgo) and 8, = n~2_-N-2
From the above resuits no general conclusions can be expected. However,

taking into account the signs of the biases the following tentative conclusions
may be drawn:
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(a) When Cy; > Cao,
[B(A)] < [B(As)] < |B(A2)] < |B(X5)] < |B(Aa)| < |B(X6)]

if C11 < Oy, showing that Beale’s estimator is the least biased.

(b) When Cg] < Cs(),

[B(AD)| < [B(A2)] < [B(X3)| < |B(As)| if Ci1 > Coo

and
|B(A4)| < IB(’\I)I < !B()\z)l < |B()\3)l < |B()\5)| if C11 > 1.5C

(c) If the distribution of (z, y) is bivariate normal, C3; = C3p = 0 and we have
|B(A1)] < |B(A2)| < |B(As)l,
|B(A1)] < |B(A3)] < |B(Xs)],
|B(A2)| 2 |B(As3)| according as Cy; 2 Cog,
|B(As)| < [B(A4)| < |B(X6)| for C11 < Cao

and

iB(/\4)| < IB()\5)| for C11 > 1.5Cq.

(d) If the regression line of y on z is linear passing through the origin, C1; =
Cag,Ca1 = C3p and we have

B(X)=0, i=1,2,3and5

and
B(X4) = B(Xs) # 0.

3. COMPARISON OF MEAN SQUARE ERRORS

To terms of order n~2, the mean square errors of the six AUR estimators are
identical and given by the following expressions:

M(XN) = R%[61(Ca —2C11 + Co2) +
+ 67 (2C%) — 4C20C11 + C}) + C20Co2) +
(3.1) + (20/N)(Cso—2Co1 + C13)], i=12,...,6.
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Using the characteristics Cpq, Tin (1965) also expressed the mean square error
of r to O(N~2) as
M(r) = R*[61(Ca0 — 2C11 + Coo) +
+ 67 (9C3, — 18C20C11 + 6C? + 3C50C0z) —
(3.2) - 2(92 —301/N)(030—2021 +Clz)]

Thus, from (3.1) and (3.2) we see that the inequality M(r) % M{();) holds

whenever we have
7C3 — 14C20C11 +5C) + 2C20Co2 2 2(Cso — 2Ca1 + Cuy)
or after adjusting
(3.3) 3.5(Ca0 — C11)* + (1= A?) CxCoz 2 §,
where ) is correlation coefficient between z and y; § = Csq — 2C,;, + Cis.

In practice, one can not check any of the conditions given in (3.3) to be able to
make an appropriate decision, since the value of § is not known or rarely known.
Tin (1965) while comparing the precisions of A; and A with r, did not point out
anything on the contribution of § to the mean square errors. However, when the
distribution of (z,y) is bivariate normal, § = 0, and six AUR estimators have
smaller mean squares than the usual ratio estimator 7.

A choice among the six AUR estimators naturally depends on the comparison
of mean square errors to O(n~3). Unfortunately, the results are too complicated
to lead to a useful guide for practical purposes. But, assuming the distribution
of (z,y) to be bivariate normal, the results simplify considerably and we get,

R2[ C 1 202

M) = — (Vi+ =2 (1 + ;) (Vi + 4%Cy0) = =22 (Vi + 6A2020)]

2 C 1 402

M) = = v+ 22 (1 + —) (Vit A%Coo) - =22 (Vi + 6A2C20)]
n [ n n n
R2 C 1 202

1\/[()\3) = ‘7'{' |:V1 + —39 <1 + ;) (V1 + AQCQO) — 2"0 (V1 -+ 6A2020) —
201

e 4A2cgo)]
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2 C 1 4C3
R [ = (1 + ;) (Vi + A%Cao) — —32 (Vi + 5420+

My) = = v+ 22
n n
-+ QACH)]
2 C 1 2C%
M(x) = & [Vl + = (1 + —) (Vi + A%C) — 22 (3V1 — 24V3+
n n n n
+ APV) + 1442050 — 443Cy)]
R? C 1 2C%
MO = & [ 4 o (1+5) 0+ 22) - 2% v, 24044

+ A’Vi — 4ACa0 + 14A%C50 — 443Cy)]

where A = (l—C’ll/Czo), Wi :A2020+V2, Vo :Cog(l—)\z).

On comparison of the mean squares to O(n~3) the following conclusions may

be drawn:
(a) If Cll > Czo,
M(Xs) < M(X2) < M(Aq)
M(/\s) < M(/\3) < M(/\Z)
and
M(/\s) < M(/\5) < M()u;)
(b) If Cu < Czo,
M()u;) < AM(/\Q) < M(/\l)
M()\4) < M(/\a) < M(/\l)
and
M(/\5) < M(/\3)
(C) If Cll < 2020,
M(xs) < M(A1).

(d) If Ca0 < C11 < 2C40, then Xg is uniformly better than other AUR estima-

tors under comparison.
(e) If there is a linear regression of y on x passing through the origin,

M()\s) < M(/\Q) = M(/\3) = M(/\4) = M(/\s) < M(/\l)
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4. CONCLUDING REMARKS

We have seen that, when the regression line of y on z is linear passing through
the origin (C1; = C3g), which is of course an optimality condition for ratio
estimate to be fruitfully employed in practice, the performance of A5 seems
to be better than its competitors. But for other situations (Ci; # Ca) no
general conclusions can be obtained and performance of one estimator over other
depends mainly on the population parameters. Because, the most part of the
resulting expressions is only in an asymptotical form. The asymptotic theory,
however, can not be expected to help when very small samples are taken without
replacement especially from populations of small and moderate size. Thus, the
above comparison clearly indicates the need for an extensive study mathematical
as well as empirical, using various models and wide varieties of actual data.
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