SHORT TERM FORECASTING WITH THE SURVEY OF BUSINESS INTENTIONS
OF THE SPANISH MINISTRY OF INDUSTRY*

C. HERNANDEZ M.B. ZARROP R.G. BECKER

This gives an account of an study conducted by the authors to empirically -
asses the predictive value and causal relationships of the Monthly Survey -
of Business Intentions of the Spanish Ministry of Industry.

The approach implies some extensions of the Box-Jenkins procedures for --
time series modelling and forecasting. After giving some economic and intui
tive justification for our model parametrization, models for the individual
series were estimated. Then two forecasts were obtained for each series: a

model based one (off-line) and an automatic forecast (without series model)
'self-tuning' predictor. The 'self-tuning' predictor provides additional --

evidence on the 'optimality' of Box-Jenkins forecasting methods. Finally a
cross-correlation analysis, with the innovations of pairs of series was --
used, to establish the relationships between series. When that was of a --
feedback free nature, input-output models were estimated, and a third fore-
cast with thegse models were obtained. The three forecasts were compared in

performance.

The main conclusions are: the suitability of the methods used for the stu--
dy; the predictive value of the Survey was confirmed, and the 'consistency'
of the empresarios answeres, allowing for further econometric analysis. --
In addition we verified the need for specification analysis from the raw da-
ta, and the lack of efficiency of 'long AR' models.

1. INTRODUCTION

The purpose of this paper is to illustrate,
by means of a "case study" the application

of time series methods, as understood in the
control literature, to the analysis of the

predictive value and consistancy of the Sur
vey of Business Intentions of the Spanish -
Ministry of Industry.

Our main intention is to motivate the read-
er and here we keep theoretical discussions
to a minimum. The reader may find it useful
to refer to S.E.E.M.A. /33/ and Herné4ndez -
et al. /19/ for a compact survey of the re-
levant theory. It is nevertheless our aim -
to review, in future numbers of this Jour--—
nal, some selected topics of the methods, -
as they have been actually implemented in -
the .S.E.E.M.A. package /36/ used to conduct
the study. Appendix A contains a sample of

the results which have been fully reported
in S.E.E.M.A. /34/.

The paper is organised as follows:

A Brief Description of the Monthly Survey =

as it is actually conducted by the Spanish
Ministry of Industry.

Modelling and Forecasting with a Single Ti-

me Series. Following a justification of the
Box and Jenkins /7/ parametrisation, a ge-
neral multiplicative polynomial representa-
tion is proposed to be fitted to the raw da
ta, to obtain its associated innovation se-
quence. The fitting procedure maximises the
approximate likelihood using a conjugate --
gradient search algorithm. The residuals --
and relevant gradients are calculated in a

recursive and economical way by using a sta

te space representation of the model to be

d ;
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estimated, as in Astrom and Bohlin /5/ but
recast to allow for the nonlinear parametri
sation.

A theoretically equivalent long AR represen
tation is also estimated and results noted.
We point out the importance of treating the

raw data and not the deseasonalised series.
A predictor based on the fitted model fol-
lows easily; it 1is itself a linear system

for the above two representations.

Self-tuning predictor. If the ultimate goal

is forecasting from given observations it -
may be proved that it is possible to model
directly the predictor system, Wittenmark -
/39/. The self-tuning predictor may track -
slowly time varying parameters and allows -
for the incorporation of subjective judgment
on the reliability of the data by using an
appropriate "forgetting factor"., It seems -
to cope well with nonstationarities and gi-
ves insight into why well-known forecasting
procedures, such as "exponential smoothing"
may occasionally work well.

Detection and Assessment of Relationships;

Forecasting with Leading Indicators. Before

trying a possible model relating two series
of the Survey, we test for feedback. Econo-
metricians by and large fail to do this and
this has very serious consequences for re-
gression analysis. Not only are crosscorre-
lation methods for transfer function estima
tion (Box and Jenkins, /7/) rendered invalid
when feedback is present, Akaike /1/, but
even diagnostic checks have to be used with
care.

Our detection for "causality" was suggested
vaguely by Granger /14/ and we drew heavily
from Haugh and Box /17/ for our implementa-
tion. If feedback is absent, a transfer fqu
tion model of interseries relationships may
be consistently estimated by a variant of -
two-stage least squares. Because all perti-
nent information is obtained through the in
terresidual model, the estimates have desir
able properties and this is true even if --

the series have seasonalities.

Forecasting when an estimated model is --
available follows in a straight-forward way.
Results are reported and commented upon.

Conclusions and Limitations of the Method

Used. The main conclusions are gathered to
gether in this section. The judgment on --
the internal and external consistency of -
the Survey is positive. The relevance of -
our approach is discussed and related work
considered.

2. THE MONTHLY SURVEY OF THE SPANISH MINIS-
TRY OF INDUSTRY

Surveys of anticipatory data are conducted
and regularly published in the U.S.A. and
in most European countries. A sizeable --
amount of evidence exists on their importan
ce in a variety of individual studies, par
ticularly those referring to industrial in
vestment forecasting. Some of the series -
from Business Intention Surveys (from now
on B.I.S.) are todav used as proxies in --

econometric model building.

The observation by Okun /28/ is well known:
"The investment anticipations reported an-
nually by the Commerce SEC Survey have an
impressive record of predictive accurary..."
"T know of no naive model and "causal" expla
nation resting on predetermined variables
which rivals the anticipatory data in accg
racy". This emphasises the importance of-an
ticipated investment in forecasting actual
expenditure, Jorgenson et al. /21/ studied
the relevance of anticipations in the per-
formance of their model for investment be-
haviour which has been proved superior to

any econometric model.

A comparative evaluation of B.I.S. in O.E.
C.D. countries was reported by Granzer --
/16/. For alternative applications we refer
the reader to the reports of the C.I.R.E.T.
Conferencel.

Several Spanish agencies publish B.I.S. --
but the most widely used is the one elabo-
rated by the Spanish Ministry of Industry.
It consists of two monthly sets of data: -
The "Encuesta de la Coyuntura Industrial"
on the Manufacturing and Mining Industries
and the other refers to the Building Indus
try. On the other hand there are two quar-
terly surveys: Capacity Utilisation and In
vestment Expectations for the Manufacturing
Industry. The latter started in the second



quarter of 1972 so that the record length -
is still too short for any meaningful sta--
tistical study.

The present study deals with the Monthly --
Survey for the Manufacturing and Mining In-
dustries which we describe very briefly., -~
(See Table 1,).

Items i) to v) are "ex-post" questions and
vi) and vii) "ex-ante".

The Survey includes some other questions, -
e.g. on the number of employess. It was ini
tiated in 1983 following the recommendations
of the I.F.O0. and covers 3500 firms that --
are grouped into 19 activity sectors. The -
aggregation at the lower levels (subsectors)
is based on the number of employees in the
firm At higher levels it is based upon --
their contribution to the Industrial Gross
Product (P.I.B.) which is calculated year—-
ly by the Ministry of Industry. The aggre--
gated data (18 series) are published for in
dustry as a whole and for the main three --
sectors (Investment, Consumption and Inter-
mediate Goods). At this the highest level -
the weights for aggregation, based upon --
their estimated contribution to the Gross -
Industrial Product, are 43.95, 20.33 and --
35.72 respectively. To obtain a time series
from the answers to a particular question -
the difference X1 - X3 is taken, where Xl’
Xz, X3 is the vector of relative frequencies
for the three possible answers (say, "high™",
"normal" and "low"). Unfortunately, there -
is no normalisation of the data with res-
pect to some measure of dispersion such as
a "disconformity" index d(x) = (X1X3)12,

Appendix A displays a typical series for --

the Total of the Industry. Full details on
the Survey can be found in Ministerio de -
Industria /24/ and J. Rodriguez /30/ gives
an account of the uses so far made of these
anticipatory data.

3. MODELLING AND FORECASTING WITH A SINGLE
TIME SERIES

There are at least four main reasons why we

want to analyse time series:

a) To try to summarise its characteristics
in an efficient way by a description of

its statistical structure.

b) From this description we might try to --
gather information on how the series was
generated. Theoretical knowledge of the
mechanism which produced the series is -
often indicated by the revealed structu-
re.

c) Either from its past structure or from -
the insights and information gahtered in
to its causal mechanism we might then --
try to forecast future values of the se-

ries,

d) If the forecast values are not to our --
liking we may be tempted to take some --
control action to modify them.

The importance of the aims increases from -
a) to d) and so does the difficulty of -
achieving them. The main aim of the B.I.S.

under the non-interventionist attitude of -
the Spanish Ministry of Industry is to pro-
vide the managers with suitable data and --

perhaps recommendations for an appropriate

Table

The main questions

i) Unfilled orders

1i) Unfilled orders: tendency

1ii) Foreign unfilled orders

iv) Level of stocks of finished goods

v) Stocks level tendency

vi) Expected tendency of production for
the next 3 months

vii) Prices: Expected trend for the next
two~three months

1.

Possible answers

High Normal Low
Increase Unchanged Decrease
High Normal Low/Null
Normal Normal Normal
Increase Unchanged Decrease
Increase Stable Decrease
‘Increase Stable Decrease



methodology to achieve a) to c¢). Indeed it

it is arguable if the "revealed", "rational"
"natural-rate", Sargent, /31/ or wahtever -
of the firms' expectations would remain un-
changed, if managers stopped being coopera-
tive on finding out that their answers were

used to manipulate their own expectations.

2.1 The Box-Jenkins Methods

The Box and Jenkins /7/ methods are well --
adapted to fulfil these aims. In fact the -
model called by B-J "autoregressive—integag
ed-moving average" (ARIMA) has been accept-
ed as an almost universal model conception
which covers almost all previous concep-
tions (in particular, decomposition into
trend plus seasonal plus stationary fluctua
tions). This statement is particularly true
for our B.I.S. series where any guidance --
that econometricians are likely to receive
from standard economic theory is very slight
The so-called ARIMA model is of the form:

d

gzl (1 -2z2H%y =nEY €, (1)

t

where z is the unit forward shift operator,

i.e.

(1 -z™h

is a differencing operation to induce sta-
tionary of Yt’ g and h are polynomial opera
tors of degrees p and g respectively, Yt is
the datum a t time t and €, is a "white noi

se sequence".

The theoretical basis for this representa--
tion is well established since Wold (see e.
g. Wiener and Masani, /38/).

Let

Y = e
t (Ylt Yrt)

denote the observed variates, and assume --

that a transformation T exists, such that -

= Vo= P
Yy (ylt...yrt) T Yt

is a covariance stationary time series -

r-vector. Then Wold showed that there exists

a canonical one-sided moving-average repre-
sentation of the form

y., = L ¥. e, . (2)

where € 1s an r-component independent iden-
tically distributed orthonormal process --
with wo invertible. Although it is a fact -
of limited relevance for us, it is true --
that this representation can be made unique
by taking‘woupper triangular with positive
elements on the diagonal. If we further --
assume y, to be a finitely generated statio
nary process (that is to say, a sub-class -
of regular full rank stationary process) -
there exist two sets of real matrices

o =[]

and
G = L?OGl"' Gé}
such that

yt+H1yt_1+...+Hnyt_n

= Goet+...+Gnet_n (3)
The convolution of the two operations: trans
formation to stationary and the white noise
transfer function expansion, leads to the -

above representation (1).

2.2 On the motivations for and interpreta--

tions of B-J methods

These facts are familiar to today's econome
tricians but they have received them with a
great deal of scepticism through looking on
ly at their "black-box" interpretation. A -
typical question the applied research work-
er may ask is how could such a model have -
arisen in practice. Granger and Morris /15/
have devoted a paper to answering this type
of question. Here are some of the generic -
situations where and ARMA model can arise -

from simpler models:

A) Aggregation and Observational Error Mo-

dels

Virtually all macroeconomic series are ag--
gregates of other series and contain obser-

vational errors. As examples we quote some



special cases from the main theorem of Gran
ger et al. /15/, p. 248:

i) AR(p) + white noise = ARMA(p,p)

This corresponds to and AR(p) signal -
as true process plus a simple white --

noise observation error;
ii) AR{p) + AR(g) = ARMA(p+qg, max(p,q))

This case corresponds to a series which
is aggregated from two independent AR
series;

iti) MA(p) + MA(g) = MA(max(p,q))

That is, if a true process follows an
MA model then the addition of a white
noise observation error will not alter
the class of model, although the para-

meter values will change;
iv) AR(p) + MA(n) = ARMA(p,p+n)

This corresponds to the aggregation ca
se or noisy observations with correlat

ed errors.

If we agree that time series in economics -
Obey either AR or MA models as far as the -
behaviour of the basic agent is concerned -
(a reasonable assumption that we will brief
ly consider further on in D), then the abo-
ve special cases will imply almost always -
and ARMA model for "rational expectations”
behaviour.

B) Time aggregation, Non integer lags and -
Feedback models

i) As proved by Amemiya and Wu /3/, a vari
able which is an AR sampling at X units
of time, but which is actually observed
at an interval of M units will follow =~
an ARMA model. This is certainly the ca
se of "stocks", one of the relevant va-
riables of B.I.S.

ii) If X , Y are a pair of variables gene-
rated by a bivariate autoregressive --
scheme with feedback

1y

al(n” -1 -
a(z ) Xt + b(z 7) Yt =g,

-1 -1 .
c(z ) Xt + d(z ) Yt n.
where € and n, are uncorrelated white
noise series, then the model obeyed by
Xt alone is found by eliminating Yt in
the above equations to be an ARMA model:

-1 -1 -1 -1 _
[é(z y d(z ) c(z ) b(z {]Xt =
-1 -1
+
d(z )et b(z )nt
In view of the previous considerations we -
may conclude that the model most likely to
be found in practice is a mixed-autoregres-

sive moving average model.

C) Information and Rational Expectations

Following Hicks /20/ we may consider three

types of information upon which expectatiors
(e.g. in our price series) could be formed:
i) non-economic events such as the wather,

politics, wars and psychological variables;
ii) structural economic events such as mone
tary and fiscal policy and iii) "experien--

ce" of the variable involved.

It would be rather unthinkable to try to mo
del anticipations with elements of the firs
information set. Such events are typically
regarded by economists as stochastic shocks
which do not produce a predictable systema-
tic effect, although they can be considered
in 'correcting' past data.

Elements from the second set would be rele-
vant to an agent forming rational expecta--
tions in the sense of Muth,since these "ex-
pectations" "are essentially the same as --
the predictions of the relevant economic --
theory" (Muth, /26/ p. 316). Economic theo-
ry is particularly sparse regarding the --
B.I.S. variables.

The third information set contains the past
history of actual variation rates. Practi--
cally all the empirical work dealing with -
the effects of inflationary anticipations -
has used this information set by way of a -
distributed lag model. The general model is
of the form:

ps (2)

]
It
£
o



where pi(z) = expected inflation rate, say,
for time t+% formed at time t and Pt—i = ac
tual inflation rate at time t-i. The fami--
liar adaptive expectations model of Koyck -
/23/ and Cagan /10/ treats pi(z) as equal -
for all &, i.e. the agent forecasts a sin--
gle variation rate for all future time pe-
riods. As shown by Muth /26/ this type of -
forecast is optimal if "the process generat-
ing the variation rate is given by

Pe m Py T8 70 gy

E(et) =0

E(e.e ) = o2 t=s
t s €

E{e,.e ) =0 t #s
t s

i.e. an ARMA model.

Walters, Sargent and Wallace /32/ also worked
with models in which expectations are based

only on the variation rate experience (in--

flation rate). They conclude that such expec
tations are rational or "consistent" (Wal--

ters) if the underlying structural model of

the inflation process can be collapsed into

a reduced form equation with past variation

rates as the pre-etermined variables. Fur

ther motivation for past variation rates to

conform to "rational" expectations have been
proposed by Feige and Pearce /13/ arguing -

in terms of "economically rational" expecta

tions.

D) A final argument that forms the core of

this paper in favour of a B~J model for ti-
me series modelling is based on the follow-
ing argument:

Intuitively, X causes Y only if after ex-

plaining whatever of Yt can be explained on

the basis of its own past history Xt some -

more remains to be explained by Xs, s<t -

i.e. by zt' This suggests relating X to that
part of Yt which cannot be explained by Xt'

But this is the "innovation" eYt in the uni
variate time series model

-1 -1
(z ) = h(z e
g Y, ( Ye
Thus we want to get at {e¢ } i.e. to "whi--
t
ten" {yt}. Similarly to assess "causality"
between y and x (in the sense to be explain

ed in section 4) we "whiten" X according -
to a univariate model:

-1 _ -1
M(z ) X, = N(z ) ext

There are several ways to achieve this, all
of which are equivalent to estimating g,h -
and M,N after prior stationarity-inducing -
transformations.

2.3 Transformations to Achieve Stationarity

and the Problem of Deseasonalised Data

By a judicious choice of transformation the
stationarity assumption can be made less --
restrictive than it may at first appear. --
Part of this transformation may include or-
dinary of seasonal differencing, lags or mo
re generally the power transformation of --
Box and Cox /6/. The différencing transfor-
mations allow for homogeneous stochastic --
non-stationarities in Yt, i.e. roots equal
to unity in the autoregressive representa--
tion of Yt. The same applies to seasonal --
differencing to achieve stationarity for ~-
both stochastic and deterministic seasonal
nonstationarity in Yt'

The Bureau of the Census has developed X-11,
a computer program for seasonal adjustment
which is widely used in econometric build-
ing and in all the studies so far carried -
out on the Spanish B.I.S. series. The basic
feature of the program is that it uses a se
quence of moving average filters to descom-
pose a series into a seasonal component --
plus a trend plus an irregular component --
(claimed to be white noise). The program is
robust but the fact that it uses the same -
set of filters for most series sometimes --
causes trouble by introducing spurious ef-
fects. Moreover, when the interrelationships
of several series are being investigated, -
one evidently risks throwing away valuable
information by working with the deseasona--
lised series (see section 4).

Cleveland /11/ has in fact shown that the -
X-11 program's seasonal adjustment can be -
approximated by

4a: Yy = Pt + St + e,

-1,2

4b: (1-2"H)% P = (1 -y 27 -y 2D



-12 ~12 -24
4c: (1-2 )St = (1—w21z —w222 )b2t
wll = -.49 w12 = .49 w21 = -.64
(4)
w22 = -.83
2 2 — 2 2 =
cbz/ob1 =1.,3 oe/cbl = 14.4
Yo is the observed series; Pt is the trend
component; St is the seasonal component, --

and e, is the noise, with very similar --
weighting functions to those of the moving
average filters of the X-11 additive ver-
sion. This model in turn implies an overall

model:

(1-z7Y (1-27'%y = (1 - .337270 & 144272
+.14127% & 13927% 4+ L13627° + .1312°°

+ .12527 7 + 11728 + .10627% + .093271°
+0.077z 1Y - 4172712 4 232,713 (5)
- .001272% = 0.003z27% - 0.004z 722

- .006z7 2 + .035272%% - 0.0212 7 ?%) ¢

€, v N(0, o?)

Models (4) and (5) explain why the Census -
X-1l program fits economic series well. A -
nonstationary seasonal pattern is presumed

and the model allows for a trend P of --
changing slope. On the other hand they show
us the risks of a blind use of the program,
mainly:

The additive decomposition (4a) is non uni-
que; different additive models can lead to
the same overall model.

If the actual series have a different struc
ture to that implied by the X-~-11 program, -

its use is not justified.

Por these reasons and given the very appa--
rent seasonality of the series of the B.I.S,
we adopted general differencing to tackle -
the nonstationarity problems and thus follow
ed Box-Jenkins.

2.4 Parsimonious Models versus Long AR Mo--

dels

The object of the analysis is not to obtain
the "best" possible fit to the historical -
data. A sufficiently complicated model can
always be postulated which will exactly 'ex
plain' any series of finite length. That --
this is pointless is clear. The object is -
to pick out the "real" patterns as far as -
possible. This implies aiming always for --
the simplest model compatible with the da--
ta. That is the principle of "parsimonious"
fitting. For our monthly data, both quarter
ly (T1=3) and annual (T2=12) "periods" may
be present, and a valid fitting but meaning
less model would be of the form:

3

(L + a(3) 272 + ... + a(l5) z~19) v, = e

t
When one encounters parametrisations of the
above kind as often occurs, one should check

whether it can be recast as

(1 + a(3) 273 (1 + a(12) z~12) v, =

_ -T -T
€, = (1 + a, Z 1) (1 + a, 2 2) Yt
In our B.I.S. data this is typically the ca
se. ‘

Kendall /22/ states that "we might as well
be content with autoregressive series.....
taking (the order) as far as is necessary -
to give approximate independence in the re-
siduals....". We disagree. This statement -
misses the basic points we have already ma-
de in 2.2. Let us consider the simple MA mo
del

Y, = (1-0.8 z™ 1) e, (7)

This is equivalent to an infinite autoregres

sive model

+.332 27 + .26 27+ 21277 « ce)Y = e

We would like to think that the policy-maker
prefers to use model (7) to (8). If, on the
other hand, the argument in favour of long
AR models is that: "If the ultimate aim is
forecasting all we need are good 1innova-

tions", we may refer the reader to section



3 where it is shown that forecasting can be
carried out without a model ~t . 1. However,
as a long AR provides a valid ‘ata fit, it
may be used in several ways to improve the
estimates of a parsimonious model. We have
used the long AR device whenever we needed
a provisional "innovation" sequence, e.g. -
in generating initial parameter values in -
the estimation programf We have, neverthe--
less, fitted long AR models to the B.I.S. -
series to check and illustrate some of the

points already made.

2.5 Parametrisation and Modelling: Some Re-

sults

For the above reasons, we adopted the follqi
ing parametric form:

(1-¢, 27" az™h) (v,-D) =

(9)

e, v N(0, %)

We then followed the three stages of the --
Box-Jenkins modelling method: tentative --
identification {(model candidates selection),
parameter estimation and model validation.

Fig. 1 of Appendix A shows a typical B.I.S.
series (Unfilled Orders, Total Manufactur--
ing Industry) with relevant statistics and
Fig. 2 of Appendix A shows the accepted mo-
del with final "innovations" (residuals) --

statistics.
Let us make some brief comments:

a) In the Identification stage it is essen-

tial to have meaningful graphic displays.
Nonstationarity is frequently assessed -
by inspection if the series are display-
ed with their a.c.f. and p.a.c.f. In our
B.I.S5. series this was very helpful. It

could be easily "guessed" that most se--
ries had a seasonal component of either

12, 6 or 4 months and a fairly constant

cycle of about two years. It was clearly
shown that prices have no cyclic compo--

nent as previously stated in some of the

Spanish studies.

b) When estimating a candidate model an op-

tion has been included to automatically
initialise the optimisation algorithm by
providing initial parameter estimates --
and related "provisional" residuals. It
was done by fitting an auxiliary "true"
long AR model, as indicated in Section -~
2.4, The actual optimisation algorithm ma
ximises the approximate likelihood using
a conjugate gradient search. The residuals
and gradients are calculated in an econo-
mical and recursive way by using a state
space representation of the model as in
Astrom~Bohlin /5/ but modified to allow -

for the nonlinear parametrisation.

¢) Model validation was achieved through a -

white noise "innovation" test. This may -
perhaps be a bit restrictive but was found
to be a robust check in a variety of si--
tuations including when looking for cau--
sal relations Durbin /12/.

The ranking of validated models was via a
minimum cost criterion. To induce "parsk-
mony" we have normalised the cost func--
tion by considering the "marginal de--
crease" in cost induced by adding extra -

parameters.

d) Some of the results obtained. We found --
that in general the final model structure
was almost always that suggested at the -
identification stage. Models are listed -
in Appendix A.

Except for prices and unfilled foreign or-
ders, there is a very clear cycle of about -
twe years that we modelled through and ARMA

(2,2) that coped very well with the "local"

irregular components.

A seasonality of 12 months was common to --
most series, although a periodicity of 14 —--
months was found in Series 007 (expected ten
dency in stocks) possibly spurious.

No cycles were found in foreign unfilled or-
ders which is rather surprising. Prices did
not present any cyclical pattern and follow
very simple ARMA models with some 2 or 4 --
month periodicity for the sectoral series. -

This is against current opinion in Spanish --

10



studies.

The difference between sectoral price models
may explain why we found it difficul to mo-
del the price series for the whole of indus
try, except by using an "envolving" trend.
This indicates that removing "homogeneous"
nonstationarities by fixed filters was not
enough. It seems that a proper model for --
this series needs a time-varying parameter
model. This fact was reinforced by the beha
viour of the parameters of the self-tuner -
predictor for this series.

For purposes of comparison we modelled the
series by long AR fittings. It is remarkable
the size of the models needed to get white
residuals, e.g. stocks (a well behaved se--
ries) needs an AR(24) model and for total -
industrial prices it was virtually impossi-
ble - within reasonable orders - to get whi
te noise residuals.

We used the long AR fit to check roughly if
the stationarity-inducing transformation in
troduced spurious structure. For no single
series did the cost (or the order) of the -
long AR fall below that of the parsimonious
model.

A final point is that in some series and --
for the first two years, the building sec--
tor was included. It seems that this does -
not modify the above findings.

2.6 Forecasting: Procedure and Results

Once a model is available, forecasting is -
an easy task and the standard procedures --
are well summarised wlsewhere ({(Anderson /4/,
Nelson /27/). We will make a few points.

It is still frequently argued that simpler

forecasting methods may perform as well as,
if not better than, B-J forecasting. Kendall
/22/ says that we must each decide for our-
selves if the methods are in advance of tra
ditional approaches in the light of experien
ce in our own particular field. We have to

agree with him in as much as there is no pa
nacea for forecasting problems. However, we
disagree in as much as the traditional me--
thods are particular applications of the --

B-J approach. If the criterion of forecast-

ing performance is to minimise the mean --

square prediction‘error, i.e.
9. (1) Sig y ly., v } =
k k+2t Tk’ Tk-17"" "

. A 2

arg min E{yk+2 - yk(R)}

then exponential smoothing yields the opti--
mal forecast if tle series is an IMA(1,1) pro
cess:

1

)y, = (- ez_l)et (10)

(1 - 2z~

as can be seen by considering that (10) has

a "random-shock" expansion

]

]

™

+
nea8

wiet—l with ¢i = 1-6 for all i.
1

i
It is clear, however, that if the true under
lying model is ARIMA(p,d,q), then the descom
position of Y into current disturbance and
an exponentially weighted MA of past observa
tions provide nou-rmtinel frrecasts.

The infinite expansion approach to B-J fore

casting methods obscures the point that the
predictor is itself a linear model. In refe-
rence /19/ it is shown that the best ¢ step -
ahead forecast

Y (0 = Bly, olys vy greeed

for the ARMA model:

-1 _ -1 2
Az )yk = C(z )ek Y N(0, o)

satisfies the ARMA-type relationship:

-1y 4 _ -1
C(z )yk(l) = G(z )yk (11)
When we write the predictor in this canoni--
cal form, it becomes clear to what extent --

other procedures are particular cases.

One is also interested in prediction as a --
key concept in time series modelling. The mi
nimum information about the past of a time -
series needed to form all future predictors

Qk(k) gives an intrinsic characterisation of
a time series model. Developments of this --
idea lead to the concept of the self-tuner.

The details of our forecasting procedure are
described in reference /19/. It differs from

the B-J procedure in that the parsimonious -
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predictor description (11) is used. This is
obtained through a polynomial partition al-
gorithm and the variance of the forecast --
error is obtained without difficulty. it --
shows the relationship between the dimen--
sions of the series model and the predictor
model.

A typical forecast is shown in Fig. 3 of --
Appendix A with the forecast error variance
boundaries. The cyclical "turning points" -
are not always well predicted.

Compared to the corresponding prediction --
using long AR models, it is much more sensi
tive to local movements. The long AR predic
tor practically reproduces the cyclical com
ponent somewhat smoothed.

3. THE SELF-TUNING PREDICTOR

If the ultimate goal is forecasting using -
given observations, then it is desirable to
model the predictor system directly. The --
idea, first implemented by Wittenmark /39/

is a consequence of Akaike's formulation of
the "predictor space" Akaike /2/. He proved
that in the predictor space associated with
the data, there exists a unique canonical -

realisation.

The self-tuning predictor is a kind of Kal-
man filter, and avoids the need of a series
model for forecasting. While Box-Jenkins' -
so-called "adaptive" forecasting only upda-
tes the forecasts, for a fixed model, the -
self-tuner also updates the predictor para-
meters recursively and the forecasts are bbtain
ed in an automatic way (on-line). The de-

tails are given in Hern&ndez et al. /19/.

We have used the tuner to check (visually)
how stable the structural parameters are as
a rough test for the stationarity of the se
ries. If the underlying parameters are slo-
ly time-varying a 'forgetting factor' can -
be used to discount past data. One weakness
is that we have been unable to find proper
forecasting error boundaries.

Some results from the self-tuner are shown
in Fig. 5 and 6 of Appendix A.

4. DETECTION AND ASSESSMENT OF RELATIONSHIPS.
FORECASTING USING LEADING INDICATORS.

Econometric modelling, on the whole, has --
consisted of efficiently estimating parame-
ters in a model structure that was already
specified from current economic theory. For
econometric studies with B.I.S. data, not -
much reliable economic theory has been avail
able and the empirical studies are very --
mich a "blind" selection of models using --
"goodness of fit" criteria.

In the work we are reporting here, we try -
to empirically specify the kind of relation
ships that exist between the Spanish B.I.S.
variables. The approach taken follows the -
ideas of Granger /14/ and reproduced in in-
tuitive terms in (2.2D). There are several
possible approaches but the one taken here
is heavily based on Haugh & Box /17/. The -
main feature is that the relevant informa--
tion is obtained from the "innovation" cross
correlations, thus allowing us to relate --
the raw data containing homogeneous nonsta-
tionarities. On the other hand, if feedback
is detected, then even for the bivariate ca
se, the actual interseries model would be -
really multivariable and not collapsible in
to a structural equation. In reference /19/
we detail our implementation of Haugh's me-
thod.

4.1 A general Scheme for the Analysis of --
the Relationships between Variables

Let us assume that our vector of variables

is stationary (after a suitable transforma-
tion) and we want to analyse the relation--
ship between two subvectors y and u of di--

mensions p an q respectively.

Definition: We say that the pair of proces-
ses (y,u) are feedback-free if and only if,
for the matrix:

A(z) B(z)
8(z) = 5 l(z) G(z) =
C(2) D(z)

in (3), we have C(z)=0. If C(z)#0 we say --
there is feedback from y to u. With this de
finition, the following theorem by Caines &

Chan /8/ gives a compact description of al-
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ternative ways for detection of relation--
ships between variables.

Theorem: The folowing statements about the
L. . T T,T

jointly stationary process (y ,u’)  are --
equivalent:

(1) The ordered pair of processes (y,u) is
feedback free;
(2) Let #(z)9T(z ') = ¥(z) denote the -
(p+g) x(p+g) spectral density matrix of
the stationary stochastic process -—
(yT,u")T. Then there exist matrices of
rational functions A(2z) xo! B(z)pxq, -
D(Z)qxq, with A(z) and D(z) of full --
rank, with the poles of A(z), B(z), --
D(z), A_l(z) and D_l(z) lying outside -
the closed unit disc, and with A(0) and
D(0) upper triangular with positive ele
ments on their diagonals, such that
A(z)aT(2)+B(2)BT(2) B(z)DpT(2)
¥(z) =
D(z)BT(z) D(z)DT(z)
(3) The least squares estimate §t|t of v,
given the observations {...ut_l,ut} is
identical to the estimate 9t|w of Y gi
ven the observations {...ut_l,ut,ut+1,.
...},teZ; in other words, the anticipa-
tive and non-anticipative filters for -
the estimation of y from u are identi--
cal;

(4) There exists a unique representation of

y with respect to u of the form

and L(z) A

are matrices of rational functions such
that L(z) has full normal rank, K(z), -
L(z) and L™!(z) have all their poles --
outside the closed unit disc, L =L{0) -
is upper triangular with positive ele--
ments on the diagonal, the processes u
and v are orthogonal and v is an ortho-
normal process;

(5) The least squares stimate ut+klgt of --

i tions {...
u, . given the observa { u

t-1'
ut,...} is identical to the estimate --
t,,t .
ut+k[g +Y" of u ., given the observa
tions {...ut_l,ut,...}{...yt_l,yt...}

for all teZ, k21.

Condition (3) is in the sprit of Sims' /37/
definition of causality; condition (5) is -
Granger's /14/ definition. Our method uses
(4) and (5).

4.2 Our Method for Detection of Relation--

ships and Transfer Function Modelling

The modelling procedure has several steps:

i) Single time series models for each of
the series;

ii) Interresidual analysis for causality -

detection and delay specification;

iii) For specified delay, estimate covarian

ce structure of interresidual model;

iv) Estimate fransfer function model be-
tween original series by generalised -
least squares (prefiltering with esti-
mated covariance from‘(iii)). Model va

lidation.

Step (i) has already been dealt with above.

4.2.1 Problems with correlation between the

original series

The procedure used by Sims, regressing y on
past, present and future x (or vice versa)
and then performing F tests on the set of -
regression coefficients, would in principle
be a valid way to assess causality. Alterna
tively, one might expect the B-J procedure,
using the sample crosscorrelation function
for y and x to reveal the basic relations -
between the two series. In practice, howeve,
both these procedures may be of little use
in identifying a feasible model structure.
The sample ccf may present a complicated --
pattern, particularly when feedback is pre-
sent Akaike /1/, Haugh & Box /17/. It is --
preferable to take account of the autocorre

lation in y and x prior to crosscorrelation
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analysis.

4.2.2 Joint Analysis of Univariate Residuals

{(Innovations)

Assume that we have the following bivariate

model for stationary y, u:

u, A(z) B(z) a,
Y, C(z) D(z) bt
E(atbs) = 0; E(atas) = 0

(12)
E(btbs) = 0 for all t, s.

and that (y,u) is feedback free in the sen-
se that B(z) = 0, so that u 'causes' y but
not vice versa. Then

[«
1]

e A(z) a, (13)

y, = C(z)a_ + D(z)b, = V(z)u_ + D(z)b,  (14)
A
where V £ C/A,

a dynamic regression (structural equations)
model.

On the other hand, we have the individual -
white noise models:

Ly(z) = Ey and Lu(z)

]
2]

(15)

If u causes y (but there is no feedback), -
we would have a model of the form (14) and
then, using (15), we have

The Iag distribution in (14) in one-sided -
if and only if the same holds in (16). These pat-
terns are modelled by regressing ey on e (or vi-
ce versa) or by crosscorrelating ey and €,-
Since they are innovations sequences, the -
crosscorrelation function Pe e (k) (or p(k)
for brevity) is symmetric and can characte-
rise causality in both directions. The ta--
ble below (Table 2) lists some possible cau
sality patterns according to the behaviour

of p(k).

Haugh /17/ has shown that the sample resi--
dual crosscorrelations for N data points --
form an independent normally distributed se
quence with zero mean and standard deviation
1/¥/N, if u and y are not causally related.

4.2.3 The Estimation of the Input-Output Mo-

del. Forecasting.

In view of the above arguments, we followed
the scheme:

1* Crosscorrelate ey,eu and use p(k) to de
cide on a provisional interinnovation -
model with delay, if any. If there is -
feedback, stop;

2* Estimate the interinnovation model:
Alz)e (t) = z‘*B(z)eu(t) + C(z)e(t) (17)

and check for validity (white residuals).

Repeat 1 and 2 if the estimated model is
not valid; otherwise, go to step 3;

3* If model (17) is valid, an obsious inter

e, = {Ly(z)/Lu(z)}V(z)eu+{D(z)/Lu(z)}bt(le) series model will be
Table 2.

Relationship Behaviour of (k)

u causes y p(k) # 0 for some k>0

y causes u p(k) # 0 for some k<O

pure gain p(k) = 0 for all k#0, p(0)#0

feedback p(k) # 0 for some k>0 and some k<0

y does not cause u p(k) = for all k<0

u —->y p(k) # 0 for some k>0 and p(k)=0 for all k<O

instantaneous causality p(0) #0

y —>u p(k) # 0 for some k<0 and p(k)=0 for all k>0

U,y independent p(k) = 0 for all k
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-
Ly(z) A(z)yt =z Lu(z)B(z)ugC(z)et(lB)

To simplify the final model structure,
however, we can perform a regression =--
fit (after prefiltering by C(z)) and ex
press the final model in the form:
A(z)y, = 2 ' B(z)u,_ + e (19)
t t t
It is clear that all the relevant informa--
tion is obtained from the interresidual mo-

del and that, even if the original series -

were nonstationary, the method of detection
of relationships through the single time se
ries residuals will still be the same.

Finally, if an interseries model is arrived
at, forecasts can-easily be generated (see
reference /19/).

4.3 Results. Some comments.

Let us illustrate the above procedure using
series 001 (Unfilled Orders) and 006 (expect
ed unfilled orders). From the sample cross-
correlations of the innovations (Fig. 7 of
Appendix A) we can see that the model will
have a pure delay of two months, Expected -
unfilled orders are a leading indicator for
unfilled orders and the 'causality' is undi
rectional: from 006 to 001.

A final model is estimated by generalised -
least squares.

Although the interresidual model is very ~--
simple, the final model (via (15)) may be -
very complicated. It would have been prefe-
rable to work with a non-linear (and parsi-
monious) parametrisation as for single time
series.

Fig. 8 of Appendix A shows the forecasts of
001 using 006 as the leading indicator. One
can see that the turning point is predicted
in advance.

Innovations crosscorrelations analysis re-
veals the inter-series relationships of Ta-
bles 1 and 2 in Appendix A?

* It is remarkable that most of the series
for the whole of industry are interrelat-

ed, thus proving the internal consistency

of the survey.

Checks on external consistency are also -
positive for series 100, the Industrial
Production Index. We found that several -
of the B.I.S. series are leading indica--
tors for this important variable.

After deseasonalising series 001, 003 and
004 (unfilled orders, stocks and expected
trend in production) we tried to assess -
causal relationships. The inﬂovations -
crosscorrelations, however, 4id not provi

de a meaningful pattern of behaviour.

5. CONCLUSIONS AND LIMITATIONS OF THE ME-
THODS USED

Parsimonious representations for all but --
one of the 28 series of the Spanish B.I.S.
"Encuesta de Coyuntura" have been obtained
and analysed. They indicate that the series
have a fairly strong cycle of around two --
years and a very strong seasonality of about
one year. Five parameters are usually suf--

ficient to model each series.

Prices and Unfilled Foreign Orders were --
either pure trends or very simple ARMA pro-
cesses., Long AR models were also fitted but
the number of terms needed to achieve a va-
1id model was very large indeed, thus show-
ing the relevance of a parsimonious repre--
sentation. The Intermediate Goods Sector --
was the most difficult to model; not surpris
ingly since the components of the sector --
are difficult to define. In fact they were
found to be highly 'feedback related' to --
the Consumption Sector series., A troubleso-
me problem was that some series included =-
the Building Sector for the first two years.
This does not modify the models significant
ly.

The self-tuning predictor showed that the -
model parameters (except for prices (total))
settled down well within the period record-
ed. This indicates that the series do not -

demand a time-varying parameter model.

Forecasting results using single time se-
ries show that the turning points, corres--
ponding to the peaks and valleys of the cy~-

cle, were not

anticipated well -—-
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using the B-J method. The self-tuner, how--
ever, reacts very quickly when one of these
points is reached. Forecasts using long AR
models tend to ignore local variations in -
series behaviour and practically reproduce
the cyclical component.

When assessing possible relationships betwe
en pairs of series, we have found that most
exhibited strong interactions. Delays were

picked out and leading indicators selected.
This strong 'internal consistency' is very

encouraging, since similar recent studies -
(Flige & Pearse /13/, Pierce /29/

others) have found that many common macro--

amony -~
economic series were not causally related.

An important criterion for the B.I.S. data
is that it should have predictive value for
other macroeconomic series. Here we have se
lected the Industrial Production Index. We
have found a strong causal relation with se
veral series of the survey, thus proving --
its 'internal consistency’.

It is clear that some previous studies of a
'blind regression' type (e.g. J. Rodriguez
/30/) are rendered meaningless and empirical
ly unfounded. Deseasonalising raw data, as
is at present automatically carried out by
the main Spanish governmental agencies, may
have very serious consequences. Spurious re
lationships will frequently emerge that --
don't actually exist, or relationships will
appear stronger than in reality. It is clear
that relationships between series should be
inferred from the original data.

Once leading indicators have been found, fo
recasts show that the important turning --
points are detected. When elaborating a fi-
nal forecast, judicious evaluation should -
be made of the various available forecasters:
ARIMA model, self-tuner or using a leading
indicator

An important part of the work we are report
ing was to evaluate to what extent Box-Jen-
kins-type methods could produce a substan--
tial improvement in government modelling --
and forecasting. We think that we have pro=
vided enough arguments in defence of the me
thods. They are not difficult to use for --
the policy maker once a versatile suite of

programs of an' interactive nature (as SEEMA

aims to be) is available. We have seen that

a number of real data series can be modelled
parsimoniously. The fact that the resulting

predictor is itself linear opens up interest
ing economic interpretations in terms of --
'permanent' variables and shows that some --
commonly used forecasting methods are simple

versions of this approach. Hern&ndez, /18/.

The self-tuning predictor is an adaptive pre
dictor and is useful for the detection of --
nonstationarity and structural change as --
well as in forecasting.

Since our work was initiated in 1975, seve--~
ral related studies on macroeconomic series,
using very similar methods for causal detec-
tion, have been published. Some of their ar-
guments and findings are very relevant when

evaluating our methods and we refer the read
er to the literature.

We consider B-J-type methods very useful. --
They provide the most versatile modelling --
and forecasting approach and also a very ro-
bust method for specification analysis, a ba
sic step in econometric modelling. There are,
of course, limitations. If the series are --
truly nonstationary then the B~J methods may
not be suitable. Secondly, when applying the
causality detection method, one has to be ca
reful if stationarity has been achieved --
through the removal of an additive determi--
nistic component., Any deterministic series -
is 'caused' by its own past, so there is no
room for improvement by forecasting using --
other variables.

Several extensions to our work are possible
(as well as improvements in our computatio--
nal methods). For example, when trying to mo
del truly multivariate series - the simplest
case being a pair of series in feedback - a
better procedure would be a recursive approach
a la Wold /40/, using the actual individual
innovations. For the case of two series this
would imply expressing model (15) in the --
form:

<
i

L, (2) vy (2)ey Yy =1

Lx(z) Xt = wzl(z)e1 ® ¢22(z)e2 (20)
where '®' implies that the components of the
sum are orthogonal. In the absence of speci-
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fication, the information for a possible -~
multivariable model is embodied in the "pre
dictor space" generated by the innovations.
The recursive construction of a model of --
the form (20)
least of which is the possibility of using

simple least squares in its estimation. This
advantage is lost, however, if a nonlinear

parametrisation is allowed,

has several advantages, not -

as seems neces-
sary when dealing with raw data.

Once the consistency of the survey has been
demonstrated, this opens up a wide range of
econometric applications for further studies.
For example, the application of our methods
to other surveys from O.E.C.D. countries --
would be useful for comparison with the Spa

nish B.I.S. results.
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Table 1.
on Strengths and Directions

of Relationships for Series 001 to 007

8. APPENDIX A series Sertes
001 002 003 004 006
Selected Series. ARIMA Models. Selected Re-
sults on Strengths and Directions of Rela-- 002 _——
tionships. Some Graphic Displays.
003 —§:> ===

Selected Series 004 Ii;i f::; <:>>
Series 001: Unfilled Orders. Total Manufac- 006 — :::i Z::i <<:>

turing Industry.
Series 002: Foreign Unfilled Orders. Manu-- 007 f:j: :::i o < ZI:i

facturing Industry.
Series 003: Stocks of Finished Goods. Manu-

facturing Industry.
Series 004: Expected Trend in Production. - Table 2.

Manufacturing Industry. Selected Results on Strengths and Directions

of Relationships

Series 005: Expected Selling Prices. Manu-- 001 to 004.

Series 006:

facturing Industry.
Expected Unfilled Orders. Manu-

for Series 100 and Series -
External Consistency.

facturing Industry. Series 001
i

Series 007: Expected Stocks of Finished --

Serie 100:

Models for

Goods. Manufacturing Industry. 100 <
Industrial Production Index. Ti

me Series "external" to the --

003 004

B.I.S.

Selected Series

Series

001. Ml:
002. M2:
003. M3:
004. M4:
006. M6:
007. M7:
100. M10:

Estimated ARIMA Models (with standard desviation).

(1-271%) (1-1.97782"1+0.99392" %) y (£) = (1-0.56772" 1 %) (1-1.

(0.0241) (0.0241) (0.0736) . (0
(1-27Y y(t)= (1+ 0.2062 2z~ %) e(t).
(0.0839)

(1-z71%) (1-1.955827140.97322" ) y (£) = (1-0.51122" 1 %) (1-1.
(0.0323)  (0.0317) (0.0787) (0.0

(1-271%) (1-1.96322"140.98072 ) y (t) = (1-0. 4140z 12 (1-1.
(0.0300)  (0.0292) (0.0832) (0

(1-z7Y (1-2712) (1-0.185427140.23502"2) v (£) = (1-0. 64282}
(0.3611) (0.0851) (0.0667)

(1-z71%) (1-1.01532714+0.1185272) y (£)=(1-0.59932z" %) (1-0.
(0.7014)  (0.5919) (0.0705) (0

(1-2712)2(1-0.37522"1-0.58912"2) y (£) = (1-0.8145z" 1 2) (1-0
(0.1857) (0.1952) (0.0670) (

154627 14+0.30672 %) e (t)
.0843) (0.0835)0°=10.7139
(1.2992)

02=3.6936
(0.4265)

264927 1+0.38282 %) e (t)
849) (0.0831);0°=10.3508
(1.2552)

177827 140.25742 %) e (£)
.0887) (0.0872);0°=16.1480
(1.9582)

2y (1-0.9237z Yy e(t) ;02=24.492
(0.3707) (2.9485)

2798z ')e(t) ;0%2=21.9791
.6871) (2.6556)

.1485z 1y e(t) ;62=126.883
0.2115) (17.0317)
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Code used for Tables 1 and 2.

Independent series +

Instantaneous "causality":  feeble; ( mode
rate; O strong.

Left-margin variable causes top variable:
-—~——> strongly; ---> moderately.

Top variable causes left-margin variable:
<—— strongly; <--- moderately.

Feedback: —> strong; —---> moderate.

Graphical Material

Fig. 1 and 2: Series 001 and its "innova--
tions" using model Ml.

Fig. 5: Time variation for "self-tuner" pre
dictor for Series 001.

DENEANED SERIES SERIESHSLIC 131963 970
§.2841E+03

HEAN s -5, ,8670E-08 VARIANCE »
9.40,

1%
0.20]

Fig. 7: Croxx~-correlations between model re-
siduals for Series 001 and 006.

Fig. 3: Forecasting performance of predictor
using ARIMA and Long AR models for Se-—
ries 001.

Fig. 6: Forecasting performance of self-tun-
ing forecasting, for Series 001 and pa-
rameters, those of Fig. 5.

Fig. 8: Forecasting performance of predictor
using Series 006 as "input" for Series
001, and inter-series model as especi--
fied.

9. NOTES

1Centre for International Research on Econo-
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RCSIDUALE. v »

E.66170E+02

HEAN 3+ ~9,02785E+060 VARIANCE =

9.1289€+83

(SERTESLOC)
MODEL 8

.30, (1-71%)2(1-0.3752271-0.589127%) v (k) =(1-0.8145z"12) (1+0.14852 ")e (k) 62=126.882
% (0.1857)  (0.1592) (0.0670) (0.2115) (17.0317)
9.24
.18 fA\ A
I 1 N Y V ht]
S9.40)
-0.20)
“13.
i o o e e e o e e . o - = ———
1.lﬁ, alF 1.6 FhCF
L
| 108 e.$
loalie 1 . ' 1l L L
MARINE 1.2 B LA S 1 1 B . [ iyt
9. 50 -8.54)
4
T -1.04l

9.20

1%

0.19

Residuals

innovations

“

~ig. 2 .
for SERIES 001 with model ML

-9.18

.'2%bdate
75(3)
75 (4)
“0.394 75(5)
75(6)
75(7)
75(8)
75(9)
75(10)
75(11)
75(12)

0.4

-0.50,

y :
-40
-39
-40
-45
-42
~42
-43
~40
-39
-41

forecast:

-38.890
-40.090
-40.396
-40.371
-42.159
-44.319
-42.762
~38.399
-37.920
-33.358

Yo7y

i
[}
:
L
4
i
)
!



> = X -

1%

0. 20,

s 10

'.ul‘q

-O.Sll

Forecasts generated using pure autoregressive model:

(1-0.99902" *40. 06722 2-0.0929z >~0.0917z *-0.0148z >+0.10552 °~0.06682 Aa
(0.0823) (0.1163) (0.1128)

1

+0.1073z840. 06822 °40.1269z2"
(0.1119) (0.1121) (0.1123)

-0.0835z"1°-0, 07812718
(0.1203)  (0.0866)

Jyk) =

-9.20}

-8.40)

-8.80l

PARARNETER
PARANETER
PARAMETER
PARARETER
PARANETER

S WA

date : y : forecast: error

75(2) -40 -39,092 (5.358)
-l.zm} 75(3) -40 -40.434 (7.574)
75(4) -39 -42.253 (9.068)
75(5) -40 ~44.031 (10.414)
-9.30) 75(6) -45 -45.500 (11.904)
75(7) =42 -46.189 (13.540)
75(8) ~-42 -47.407 (15.021)
75(9) =43 -46.222 (16.546)
“#.480 75(10) -40 -44.471 (17.947)
75(11) -39 -41.803 (19.128)
75(12) -41 -40.764 (19.939)

—RyrT

(0.1129) (0.1128) (0.1104) (0.1115)

©_0.30532" 11 +0.1206271%-0.15272" 1 3+0. 38232~
(0.1123)  (0.1151)  (0.1151)  (0.1157)

14

e(k) 0%=7.1764
(0.8344)

Fig. 4

SERIES 291 Lstep 2

Lambda =t N = 2 1 = 1

Fig. 5
Twme variation for "self-tuner"
predictor for Series 001.
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Tyrs

Forecacts from 75(7) for SERIES001 using self-tuner

'.c’“

date : y : -forecast

75( 8) -42 -41,822

75( 9) -43 -40.840
“0.8 510) -40 -42.241
75(11) -39 -38.937
75(12) -41 =-37.577

Fig. 6
Forecasting performance of self-tuning
forecasting, for Series 001 and parameters

Noss CORRELATIONS -34 TO 34 OF SRESD1601/SRESDIDIE., 283.E.= 0.17140898

l"‘»

SV TR O Tjﬁﬁ;}[ .

-0.54

'1n.d

Fig. 7



0.24,

." v

..,..1}

-0.24
o

-0.40)

date : y : forecast: error

(3) -40 -42.113 (5.002)
75(4) -39 -43.495 (6.544)

5) =40 -41.912 (10.011)
75(6) -45 -41.558 (12.447)
75(7) =42 -40.297 (14.735)
75(8) -42 -37.618 (17.098)
75(9) -43 -32.174 (20.099)
75(10) -40 -27.805 (22.819)
75(11) -39 -24.690 (25.691)
75(12) -41 -23.000 (29.546)
76 (1) -20.501 (30.754)

(1-0.84362" 1~0.09922"2-0.0249273-0.14592~%+0.1730™5) vk =
(0.0844) (0.1081) (0.1074) (0.1073) (0.0837)

(0.2275-0.10882""+0. 00762 2+0. 04602~ +0.04432™4-0. 04022540, 070226-0. 03183 0, 122255
(0.0512) (0.0660) (0.0678) (0.0678) (0.0673) (0.0666) (0.0668) (0.0670) (0.0675)

+0.015922+0.1111219-0.00712 71 1~0. 1006212 (k=2) +w (i) 02=6.2555
(0.0681) (0.0682)  (0.0679)  (0.0521) (0.7642)

Fig. 8
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