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## 0. Introduction

Let $T$ be a maximal accretive operator on a Hilbert space $\mathcal{H}$, with domain $\nu$. There is a well-defined square-root of $T, T^{1 / 2}$ which satisfies the equation

$$
T^{1 / 2} u=\frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}(T+\lambda)^{-1} T u d \lambda
$$

for all $u$ in $\mathcal{V}[1]$. When $T$ is sectorial, Kato considers the prehilbertian structure on $\mathcal{V}$ defined by

$$
\langle u, v\rangle v=\langle T u, v\rangle+\langle u, T v\rangle+\langle u, v\rangle
$$

where $\langle,$.$\rangle denotes the scalar product on \mathcal{H}$. Kato conjectured that the domain of $T^{1 / 2}$ was the completion of $\mathcal{V}$ in $\mathcal{H}$ for the prehilbertian structure defined by $<,,>_{v}$. This conjecture was disproved by A. McIntosh [2]. He observed that the failure of this conjecture was connected with the failure of the inequality

$$
\||A| B-B|A|\| \leqslant C\|A B-B A\|
$$

for general self-adjoint operators, $|A|$ being $\left(A^{2}\right)^{1 / 2}$. Since the boundedness of the first commutator of Calderon [3] is a (true) special case of the above (false) general inequality, McIntosh suggested that Kato's conjecture might be true when $T$ is a differential operator on $\mathbf{R}^{n}$ of the form $\operatorname{div} A \nabla$, where $A$ is a matrix-valued function such that, for some $\delta>0$ and for all $x$ in $\mathbf{R}^{n}$ and $\xi$ in $C^{n}$,

$$
\operatorname{Re}\langle\xi, A(x) \xi\rangle \geqslant \delta|\xi|^{2} .
$$

It is this special case which is now known as Kato's conjecture or, more precisely, Kato's square-root problem.

The connection suspected by McIntosh turned out to be quite significant and led simultaneously to the solution of Kato's conjecture in dimension 1 and to the proof of the $L^{2}$-boundedness of the Cauchy-kernel on Lipschitz graphs [4], conjectured by Calderon and proved by himself in the case of small Lipschitz constants [5].

[^0]A simple rescaling on $A$ shows that it is enough to consider the case where $\|A-I\|_{\infty}<1$. In dimension larger than 1, Kato's conjecture has been solved when $A$ is a small perturbation of the identity, that is if $\|A-I\|_{\infty}<\varepsilon_{n}$, where $\varepsilon_{n}$ depends only on the dimension $n$ and decays exponentially with $n[6],[7]$. A natural way to attack Kato's conjecture is therefore to find best possible lower bounds for $\varepsilon_{n}$. Here we obtain explicit lower bounds for $\varepsilon_{n}$, decaying like $n^{-1 / 2}$. In particular, if $n \leqslant 5$, one can take $\varepsilon_{n}$ to be $1 / 3$.

Also we answer a question of A. McIntosh concerning the solution of Kato's conjecture in dimension 1. Rescaling $A$ so that, for all $x$ in $\mathbf{R}^{n}$, $\operatorname{Re} A(x) \geqslant I$, one may assume that $\left\|A^{-1}-I\right\|_{\infty}<1$. In dimension 1 , the solution is obtained by expanding an operator depending on $A$ in a series of operators depending multilinearly on the new variable $B=I-A^{-1}$, then by showing that these operators are bounded on $L^{2}$ and that the norms can be summed when $\|B\|_{\infty}$ $<1$. In dimension larger than 1 , a similar procedure does not seem to bring the same kind of simplification and hence, it was suggested by A. McIntosh, as a first step to understand the higher-dimensional case, to reprove Kato's conjecture in dimension 1 without using the variable $B$. This is what we do at the end of this paper.

The content of the sections of this paper are as follows. In the first we introduce some notations and recall some formulas. In the second we recall some basic facts about Carleson-measures. In the third, we state a theorem about multi-hnear operators, which readily implies the improvement on the order of magnitude of $\varepsilon_{n}$, and whose proof we outline. In the fourth and fifth we prove some technical estimates on kernels of operators and in the sixth we conclude the proof of the aforementioned theorem. In the seventh we show how to use various properties of the operators arising in Kato's problem to improve the lower bound for $\varepsilon_{n}$ given by our theorem. In the eighth we give a direct proof of Kato's conjecture in dimension 1.

## 1. Notations and Formulas

The following is partly borrowed from [7].
If we make the change of variable $\lambda=t^{-2}$, we see that the formula giving $T^{1 / 2}$ can be rewritten as

$$
T^{1 / 2}=\frac{2}{\pi} \int_{0}^{\infty} \frac{T}{t^{2} T+I} d t
$$

Let $D_{j}=-i \frac{\partial}{\partial x_{j}}, D=\nabla$ and $D^{*}=\left(D_{1}, \ldots, D_{n}\right)$. We denote by $\{A\}$ the operator of pointwise multiplication by the matrix $A$. Then $T$ can be written as $D^{*}\{A\} D$. Let $U=A-I$. Then $T=D^{*}\{U\} D+\Delta$. Let $P_{t}=\left(t^{2} \Delta+I\right)^{-1}$. Then $\left(t^{2} T+I\right)^{-1}$ can be written as

$$
\sum_{j \geqslant 0}(-1)^{j} P_{t}\left[t^{2} D^{*}\{U\} D P_{t}\right]^{j},
$$

as long as $\|U\|_{\infty}<1$. And in this case,

$$
\begin{aligned}
\frac{T}{t^{2} T+I} & =\sum_{j \geqslant 0}(-1)^{j} P_{t}\left[t^{2} D\{U\} D^{*} P_{t}\right]^{j} D^{*}\{A\} D \\
& =\sum_{j \geqslant 0}(-1)^{j} D^{*} P_{t}\left[t^{2}\{U\} D D^{*} P_{t}\right]^{j}\{A\} D .
\end{aligned}
$$

Let $Q_{t}=t D^{*} P_{t}$ and $\tilde{R}$ be the matrix of operators whose entries are $\frac{D_{i} D_{i}}{\Delta}$. Observe that $t^{2} D D^{*} P_{\mathrm{t}}=\tilde{R}\left(I-P_{t}\right)$. Therefore the Sobolev space $W^{1,2}$ will be in the domain of $T^{1 / 2}$ if the series of operators

$$
\begin{equation*}
\sum_{j \geqslant 0}(-1)^{j} \int_{0}^{\infty} Q_{i}^{*}\left[\{U\} \tilde{R}\left(I-P_{i}\right)\right]^{j} \frac{d t}{t} \tag{1}
\end{equation*}
$$

is convergent in $L^{2}$-operator norm. That each summand is bounded with a norm dominated by $C_{n}{ }^{j}\|U\|_{\infty}^{j}$ is known [6], [7].

Observe that if $A$ is bounded and strictly accretive, $\|\lambda A-I\|_{\infty}<1$, for $\lambda$ small enough. Hence one can always reduce to the case where $\|U\|_{\infty}<1$. Thercfore Kato's conjecture will be solved if one can show that, for all $\varepsilon>0$, each summand is bounded with a norm at most $C_{\varepsilon}(1+\varepsilon)^{j}$ when $\|U\|_{\infty}<1$.

One can also do a power series expansion in the variable $V=I-A^{-1}$.
Starting from

$$
\begin{aligned}
\left(t^{2} D^{*}\{A\} D+I\right) t D^{*} & =t D^{*}\{A\}\left(I+t^{2} D D^{*}\right)-t D^{*}\{A\}\left(I-\{A\}^{-1}\right) \\
& =t D^{*}\{A\}\left(I-\{V\}\left(I+t^{2} D D^{*}\right)^{-1}\right)\left(I+t^{2} D D^{*}\right)
\end{aligned}
$$

we obtain

$$
\left(t^{2} D^{*}\{A\} D+I\right)^{-1} t D^{*}\{A\}=t D^{*}\left(I+t^{2} D D^{*}\right)^{-1}\left(I-\{V\}\left(I+t^{2} D D^{*}\right)^{-1}\right)
$$

Let $R_{t}=\left(I+t^{2} D D^{*}\right)^{-1}$. Then if $\|V\|_{\infty}<1$, one obtains that $W^{t, 2}$ will be the domain of $T^{1 / 2}$ if the series of operators

$$
\begin{equation*}
\sum_{j \geqslant 0} \int_{0}^{\infty} t D^{*} R_{t}\left[\{V\} R_{t}\right]^{j} \frac{d t}{t} \tag{2}
\end{equation*}
$$

is convergent. It is easy to check that $t D^{*} R_{t}=Q_{t}^{*}$ and that $R_{t}=I-\tilde{R}+\tilde{R} P_{t}$. Hence there is a very close resemblance between the two expansions (1) and (2). In dimension I however, $\tilde{R}=I$ and $R_{i}=P_{t}$, so that the expansion in
the variable $V$ is much easier to handle than in the expansion in the variable $U$. By multiplying $A$ by a large number so that $\operatorname{Re} A \geqslant I$, one can reduce to the case where $\|V\|_{\infty}<1$. Therefore one can try to prove Kato's conjecture by showing that for all $\varepsilon>0$, the summands in the series (2) are dominated by $C_{\varepsilon}(1+\varepsilon)^{j}\|V\|_{\infty}^{j}$ in operator norm. This is how it was done originally in dimension 1 [4]. In higher dimension it is not clear that onc of the series (1) or (2) has an advantage over the other. One can ask in particular if there is a simple relation between their radii of convergence. In dimension 1 , it is casy to see a priori that they are the same. Indeed, a function $a$ is such that $\|a-1\|_{\infty} \leqslant \lambda_{0}<1$, if and only if $\left\|a^{-1}-1 /\left(1-\lambda_{0}^{2}\right)\right\|_{\infty} \leqslant \lambda_{0} /\left(1-\lambda_{0}^{2}\right)$. Therefore if Kato's conjecture is true when $\|a-1\|_{\infty} \leqslant \lambda_{0}<1$, it is also true when $\left\|\left(1-\lambda_{0}^{2}\right) a^{-1}-1\right\|_{\infty} \leqslant \lambda_{0}$, and also when $\left\|a^{-1}-1\right\|_{\infty} \leqslant \lambda_{0}$ after rescaling. It is a little surprising, but easy to see, that this remains true in higher dimension. It is a consequence of the following fact. If one puts on $\mathbf{G L} \mathbf{L}_{n}(\mathbf{C})$ the distance induced by the operator-norm on $\mathbf{C}^{n}$,

$$
d(A, B)=\max _{\xi \in C^{n},\|\xi\|=1}\|U \xi-V \xi\|
$$

then inversion does not in general map balls to other balls. However it does map a ball centered around a multiple of the identity to a ball of the same nature, just as in $C^{*}$. This is what the next lemma expresses.

Lemma 1. Let $0<\lambda_{0}<1$ and $A$ in $\mathbf{G L}_{n}(C)$. Then

$$
\|A-I\| \leqslant \lambda_{0} \Longrightarrow\left\|\left(1-\lambda_{0}^{2}\right) A^{-1}-I\right\| \leqslant \lambda_{0}
$$

Proof: Let $w$ be a unit vector in $\mathbf{C}^{n}$. We want to show

$$
\left\|\left(1-\lambda_{0}^{2}\right) A^{-1} w-w\right\| \leqslant \lambda_{0}
$$

Making the change of variables $v=A^{-1} w$, it is enough to show that

$$
\left\|\left(1-\lambda_{0}^{2}\right) v-A v\right\| \leqslant \lambda_{0}\|A v\|
$$

But $v$ and $A v$ are just two vectors $x$ and $y$ such that $\|y-x\| \leqslant \lambda_{0}\|x\|$. Therefore we can check this inequality in $\mathbf{C}$ letting $x=1$ and $y=1+z$ with $|z| \leqslant \lambda_{0}$. After division by $|y|\left(1-\lambda_{0}^{2}\right)$, this is equivalent to

$$
\left|(1+z)^{-1}-\left(1-\lambda_{0}^{2}\right)^{-1}\right| \leqslant \lambda_{0}\left(1-\lambda_{0}^{2}\right)^{-1}
$$

This, in turn, follows from the fact that the inversion in $\mathbf{C}^{*}$ maps $\mathbf{B}\left(1, \lambda_{0}\right)$ to $\mathbf{B}\left(\left(1-\lambda_{0}^{2}\right)^{-1}, \lambda_{0}\left(1-\lambda_{0}^{2}\right)^{-1}\right)$. This proves Lemma 1 .

Since the inversion is an involution on $\mathrm{GL}_{n}(\mathbf{C})$, it follows that a ball centered around a multiple of the identity is mapped exactly onto a similar ball. From the previous lemma we see that, if $A$ is bounded and $\operatorname{Re} A \geqslant \delta>0$,

$$
\min _{\lambda>0}\|\lambda A-I\|_{\infty}=\min _{\lambda>0}\left\|\lambda A^{-1}-I\right\|_{\infty}
$$

It follows that if the series (1) converges when $\|U\|_{\infty}<\lambda_{0}<1$, for some $\lambda_{0}>0$, then $W^{1,2}$ is the domain of $T^{1 / 2}$ when $\min _{\lambda>0}\|\lambda A-I\|_{\infty}<\lambda_{0}$, and therefore when $\min _{\lambda>0}\left\|\lambda A^{-1}-I\right\|_{\infty}<\lambda_{0}$. So the series (2) must converge when $\|V\|_{\infty}<\lambda_{0}$. And conversely.

Having observed that the radii of convergence of (1) and (2) are the same, we would like to recover this fact directly from the study of the multi-linear terms of (1) and (2), and to show that this radius is 1 . As we shall see, the method we use gives two distinct values for the radii of convergence of (1) and (2), and this shows that it is not optimal.

## 2. Preliminaries on Carleson Measures

Let $p_{t}$ denote the operator of convolution with the Poisson-kernel. Then a Carleson-measure $\mu$ on the half-space $\mathbf{R}_{+}^{n+1}$ is a measure for which one has the estimate

$$
\begin{equation*}
\int_{\mathbf{R}_{+}^{n+1}}\left|p_{t} f(x)\right|^{2} d \mu(x, t) \leqslant C(\mu)\|f\|_{2}^{2} \tag{3}
\end{equation*}
$$

A necessary and sufficient condition for a measure $\mu$ to have this property is the existence of a constant $C>0$ such that for all cubes $Q$ in $\mathbf{R}^{n}$,

$$
\begin{equation*}
\mu(Q \times[0, \delta]) \leqslant C|Q| \tag{4}
\end{equation*}
$$

where $|Q|$ and $\delta$ denote the Lebesgue measure and the side-length of $Q$. Let us denote by $c_{\mu}$ the best constant in (4). Then, for some absolute constant $\mathrm{C}, C(\mu) \leqslant C c_{\mu}$. Also, if we replace the Poisson-approximation by some other approximation of the identity $\left(\tilde{p}_{t}\right)_{t>0}$ satisfying appropriate estimates, then the best constant in (3) will presumably change. However, if one looks at the size of the difference

$$
\int_{\mathbf{R}_{+}^{n+1}}\left|\left(p_{t} f-\tilde{p}_{t} f\right)(x)\right|^{2} d \mu(x, t)
$$

we see that it depends only on a constant $h_{\mu}$ which we define to be the best constant in the inequality

$$
\begin{equation*}
\mu(Q \times[\delta / 2, \delta]) \leqslant C|Q| \tag{5}
\end{equation*}
$$

Of course $h_{\mu} \leqslant c_{\mu}$. The point is that in general, and in working on Kato's problem in particular, one tries to estimate $c_{\mu}$ for measures for which one already has a good control of $h_{\mu}$.

Lemma 2. Let $p_{t}$ and $\tilde{p}_{t}$ be as above. Then, for some $C>0$,

$$
\int_{\mathbf{R}_{+}^{n+2}}\left|\left(p_{t} f-\tilde{p}_{t} f\right)(x)\right|^{2} d \mu(x, t)<C h_{\mu}\|f\|_{2}^{2}
$$

Proof: Observe that the operators $T_{k}$ defined for $k \in \mathbf{Z}$ by

$$
<g, T_{k} f>=\int_{\mathbf{R}^{n} \times\left[2^{k}, 2^{k+2}\right]}\left[\left(p_{t} f-\tilde{p}_{t} f\right)(x)\right]\left[\left(p_{t} g-\tilde{p}_{t} g\right)(x)\right] d \mu(x, t)
$$

satisfy the assumptions of the Cotlar-Stein Lemma with a constant depending only on $h_{\mu}$. This proves Lemma 2.

From Lemma 2 we see that

$$
\begin{equation*}
\left[\int_{\mathbf{R}_{+}^{n+1}}\left|\tilde{p}_{t} f(x)\right|^{2} d \mu(x, t)\right]^{1 / 2} \leqslant\left[C_{0} c_{\mu}^{1 / 2}+C_{1} h_{\mu}^{1 / 2}\right]\|f\|_{2} \tag{6}
\end{equation*}
$$

where $C_{0}$ is independent of the approximation of the identity but $C_{1}$, of course, is not.

Lemma 3. The constant $C_{0}$ can be chosen equal to 2 in all dimensions.

Proof: By Lemma 2 we know that we can choose $\tilde{p}_{t}$ as we like to estimate the best $C_{0}$. By the same argument, we can replace $\tilde{p}_{t} f(x)$ by $S_{t} f(x)=m_{Q(t, x)} f(x)$, where $Q(t, x)$ is the dyadic cube containing $x$ of size $2^{k}$, with $2^{k-1}<t \leqslant 2^{k}$. It is easy to see that

$$
\left[\int_{\mathbf{R}_{+}^{n+t}}\left|S_{t} f(x)\right|^{2} d \mu(x, t)\right]^{1 / 2} \leqslant c_{\mu}\left\|\max _{t>0} \mid S_{t} f(x)\right\|_{\|_{2}},
$$

and it is a classical martingale-inequality that

$$
\begin{equation*}
\left\|\max _{i>0}\left|S_{\ell} f(x)\right|\right\|_{2} \leqslant 2\|f\|_{2} \tag{7}
\end{equation*}
$$

Tegether with Lemma 2 applied with $S_{t}$ instead of $p_{t}$, these two inequalities radily imply Lemmat 3.

An obvions but uscful remark is that, in the inequality

$$
\begin{equation*}
\left[\int_{R_{+}^{n+1}}\left\|\tilde{p}_{t} f(x)\right\|^{2} d \mu(x, t)\right]^{1 / 2} \leqslant\left(2 c_{\mu}^{1 / 2}+C_{1} h_{\mu}^{1 / 2}\right)\|f\|_{2} \tag{8}
\end{equation*}
$$

we can rejplace $d_{\mu}(x, t)$ by $d \mu(x, u t)$, where $0<u<1$, and replace $\tilde{p}_{t}$ by $\tilde{p}_{\omega t}$ for some $\omega>1$.

## 3. A Multilinear Estimate

Let $\left(A_{i}\right)_{i \in N}$ be a family of matrix-valued functions satisfying $\left\|A_{i}\right\|_{\infty} \leqslant 1$. Let $\left(\tilde{K}_{i}\right)_{i \in N}$ be a sequence of convolution operators mapping $C^{d}$-valued functions to $\mathrm{C}^{d}$-valued functions. We assume that the symbols $\sigma\left(\tilde{K}_{i}\right)$, which are matrix-valucd, are of the form $\left(\left(S_{k, i}(\xi) /|\xi|^{2}\right)\right)$ where the $S_{k, l}$ 's are homogeneous polynomials of degree 2 . Let $\left(\lambda_{i}\right)_{i \in N}$ be a sequence of numbers.

For $t>0$ and $i \in \mathrm{~N}$ we define the operator $K_{i, t}=\lambda_{i} I+\bar{K}_{i}\left(I-P_{t}\right)$. We assume that the symbols of the $K_{i, t}$ 's and the $\tilde{K}_{i}$ 's, which are matrix-valued, are contractions on $\mathbf{C}^{d}$, for all $\xi \in \mathbf{R}^{d}$.

Theorem 1. For all $\epsilon>0$ there exists $C_{\varepsilon}>0$ such that, for all $F \in$ $L_{\mathrm{C}^{d}}^{2}\left(\mathrm{R}^{d}\right)$, (9)

$$
\left[\int_{0}^{\infty}\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} K_{n, t} F\right\|_{2}^{2} \frac{d t}{t}\right]^{1 / 2} \leqslant C_{\varepsilon}(1+2 \sqrt{d}+\varepsilon)^{n}\|F\|_{2}
$$

The proof which we shall outline follows as usual from Carleson-measures estimates. The improvement over [6] and [7] comes from Lernma 3 and from the fact that for the Carleson-measures that enter into the proof, it is very easy to obtain a good control of $h_{\mu}$.

If $\left(F_{t}\right)_{t>0}$ is a family of vector-valued or scalar-valued $L^{2}$-functions we shall define $\left|\left|\left|F_{t}\right|\right|\right|$ by

$$
\left\|F_{t}\right\| \|=\left[\int_{0}^{\infty}\left\|F_{t}\right\|_{2}^{2} \frac{d t}{t}\right]^{1 / 2}
$$

Sketch of Proof: First we reduce (9) to a similar estimate where $K_{n, t}$ is replaced by $P_{t}$. To do this we dominate

$$
\left\|\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} K_{n, t} F\right\|\right\|
$$

by

$$
\begin{aligned}
& \left\|\mid Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} P_{t} \tilde{K}_{n} F\right\| \| \\
& \quad+\mid\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\}\left(\lambda_{n} I+\tilde{K}_{n}\right) F\right\| \|
\end{aligned}
$$

For all $n>0, X_{n}, Y_{n}$ and $\tilde{Y}_{n}$ denote the sup of these 3 quadratic expressions when $\|F\|_{2} \leqslant 1$. Since $\left\{A_{n}\right\}\left(\lambda_{n} I+\tilde{K}_{n}\right)$ is a contraction, $\tilde{Y}_{n} \leqslant X_{n-1}$. Hence

$$
\begin{equation*}
X_{n} \leqslant Y_{n}+X_{n-1} \tag{10}
\end{equation*}
$$

So if $Y_{n}$ grows at most like $(1+2 \sqrt{d}+\varepsilon)^{n}$ for all $\varepsilon>0$, then so does $X_{n}$.

To estimate $\left\|Q_{i}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} P_{t} F\right\|$ the classical thing to do is to decompose the expression in the norm as a sum of the type

$$
\left\{Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots\left\{A_{n-1}\right\} K_{n-1, t} A_{n}\right\} P_{t} F+\text { error term }
$$

where the error is of the form $L_{t} F$ with $L_{t} 1=0$. The main term is estimated using a Carleson-measure estimate which itself follows from an $L^{2}$-estimate at the order $n-1$. As we shall now see, this procedure can be improved to yield better constants.

Let $\left(w_{t}\right)_{t>0}$ be some radial smooth approximation of the identity, such that $w_{1}$ is non-negative and supported in the unit, ball. Now let $v_{t}=w_{t} * w_{t}$. Observe that convolution with $w_{t}$ or $v_{t}$ is a contraction on $L^{2}$ or $L^{\infty}$. Now we dominate

$$
\left\|\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} P_{t} F\right\|\right.
$$

by the sum of the three following terms:

$$
\begin{equation*}
\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\}\left(P_{t}-v_{2^{n_{t}}}\right) F\right\| \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\left|Q_{:}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\} v_{2^{n} t} F-\left\{Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t} A_{n}\right\} v_{2^{n} t} F\right|\right\| \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left\{Q_{1}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t} A_{n}\right\} v_{2^{n} t} F\right\| \| . \tag{13}
\end{equation*}
$$

The first term is less than $\left\|\left\|\left(P_{t}-v_{2^{n}}\right) F \mid\right\|\right.$, which is dominated by

$$
\left\|\left\|\left(P_{t}-v_{t}\right) F\right\|\right\|+\sum_{k=1}^{n}\| \|\left(v_{2^{k} t}-v_{2^{k}-t_{t}}\right) f\| \|
$$

and hence by $C(1+n)\|F\|_{2}$.
The serond term is also of the type $\left\|L_{t} F\right\| \|$ with $L_{t} 1=0$ for all $t>0$, and can be estimated directly without using induction on $n$. The corresponding estimate grows slower then expenentially.

To estimate: (13) one has to estimate $c_{p}$ and $h_{p}$ for the Carleson-measure

$$
\left\lvert\, Q_{t / 2^{n}}\left\{A_{1}\left|K_{1, t / 2^{n}} \ldots K_{n-1, t / 2^{n}} A_{n}(x)\right|^{2} \frac{d x d t}{t}\right.\right.
$$

The constant $h_{p}$ can be estimated without induction and grows slower than exponentially. To estimate $c_{p}$ we choose a cube $Q$ of side-length $\delta$ and we want to estimate

$$
\int_{x \in Q, t \leqslant \delta}\left|Q_{t / 2^{n}}\left\{A_{1}\right\} K_{1, t / 2^{n}} \ldots K_{n-1, t / 2^{n}} A_{n}(x)\right|^{2} \frac{d t d x}{t}
$$

We shall see that because of the factor $2^{n}$, this is essentially dominated by an expression of the form

$$
X_{n-1}^{2}\left\|A_{n}\right\|_{L^{2}\left(\left(1+\varepsilon_{n}\right) Q\right)}^{2}
$$

up to error terms, with $\varepsilon_{n}$ 's such that $\prod_{n=1}^{\infty}\left(1+\varepsilon_{n}\right)<\infty$. Of course, here the norm of $A_{n}$ has to be taken in the Hilbert-Schmidt sense and this is what introduces a factor $\sqrt{d}$. In conclusion one obtains an inequality of the form

$$
Y_{n} \leqslant 2 X_{n-1}\left(\left(1+\varepsilon_{n}\right) \sqrt{d}\right)+\text { error terms. }
$$

Combining this with (10), one obtains

$$
\begin{equation*}
X_{n} \leqslant(1+2 \sqrt{d}) X_{n-1}+\text { error terms } \tag{14}
\end{equation*}
$$

which implies the theorem, modulo appropriate control of the error terms.

## 4. Technical Preliminaries

An ingredient in most subsequent estimates is the following.
Lemma 4. The kernels of the operators $K_{i, t}$ satisfy the inequality

$$
\left\|K_{i, t}(x-y)\right\| \leqslant \frac{C}{t^{d}} e^{-\left\|\frac{x-2}{t}\right\|}
$$

for $\|x-y\|>t$.
This lemma follows easily from the asymptotic properties of the Fourier transform of $1 /\left(1+\xi^{2}\right)$, which decays exponentially as well as its derivatives. We omit the details.

Later in the proofs, we shali not need the full force of the exponential factor. A polynomial factor of sufficiently high degree, depending on the dimension, would be enough. Such decay, however, can only come from sufficient smoothness of the symbol of $K_{i, t}$ which is $\lambda_{i}+\left(t^{2}\|\xi\|^{2} / 1+t^{2}\|\xi\|^{2}\right) \times \sigma\left(\tilde{K}_{i}\right)$. Requiring that the symbol of $K_{i, t}$ be regular enough, and in a scale-invariant way, forces $\|\xi\|^{2} \sigma\left(\tilde{K}_{i}\right)$ which is homogeneous of degree 2 , to be a polynomial. This justifies our assumption on $\sigma\left(\tilde{K}_{i}\right)$ at least in large dimension.

A consequence of Lemma 4 is the following.
Lemma 5. Let $f$ and $g$ be two $L^{2}-f u n c t i o n s$ such that $d(\operatorname{supp}(f), \operatorname{supp}(g))$ $=\delta>0$. Then if $t \leqslant \delta / n$,

$$
\begin{equation*}
\left|<g, K_{1, t}\left\{A_{1}\right\} \ldots\left\{A_{n-1}\right\} K_{n, t} f>\right| \leqslant C^{n}\|f\|_{2}\|g\|_{2} e^{-\frac{6}{2 n t}} \tag{15}
\end{equation*}
$$

for some $C>0$.
Proof: Observe that cach $K_{i, t}$ can be written as the sum of two operators $M_{i, t}$ and $N_{i, t}$, where $M_{i, t}$ has a kernel supported in the strip $\{|x-y|<\delta / n\}$ and $N_{i, t}$ has, by Lemma 4, a norm dominated by

$$
\frac{1}{t^{\alpha}} \int_{\|\{z \|>\delta / n} e^{-\frac{\|x\|}{t}} d z
$$

This quantity can be dominated by

$$
\begin{equation*}
C(\delta / n t)^{d-1} e^{-\delta / n t} \tag{16}
\end{equation*}
$$

and hence, $M_{i . t}$ has a norm less than $1+C(\delta / n t)^{d-1} e^{-\delta / n t}$. Also,

$$
\begin{equation*}
\left\langle g, M_{1, t}\left\{A_{1}\right\} \ldots\left\{A_{n-1}\right\} M_{n, t} f>=0\right. \tag{17}
\end{equation*}
$$

because of the assumptions on the supports of $f$ and $g$. Using the decomposition $K_{i, t}=M_{i, t}+N_{i, t}$ for all $i$ simultaneously, and $L^{2}$-estimates, we dominate the left hand side of (15) by

$$
\begin{equation*}
\|f\|_{2}\|g\|_{2} \sum_{\substack{\left(\alpha_{i}\right)_{1<i} \leqslant n \in\{0,1\}^{n} \\ \prod_{i} \alpha_{i}=0}} \prod_{i}\left(\alpha_{i}+C\left(\frac{\delta}{n t}\right)^{d-1} e^{-\delta / n t}\right) . \tag{18}
\end{equation*}
$$

The restriction $\prod_{i} \alpha_{i}=0$ follows from (17) and implies that (18) is dominated by the right hand side of (15). This proves Lemma 5.

Remark: In the left hand side, of (15), one can allow to take different values $t_{1} \ldots t_{n}$. Then in the right hand side we have to set $t=\max _{i} t_{i}$. Also we can replace one $K_{i, t}$ by $Q_{t}$.

Lemma 5 can be used to estimate truncated operators. We fix a smooth function $\theta$ defined on $\mathbf{R}^{d}$, equal to 1 if $\|z\|<1$ and to 0 if $\|z\|>2$. Notice that $\theta(x-y)=\int \hat{\theta}(\xi) e^{i\langle\xi, x-y\rangle} d \xi$. For every operator $T$ bounded on $L^{2}$, we define the truncated operator $T_{(s)}$ to be

$$
\int_{\xi \in \mathbf{R}^{d}} \hat{\theta}(s \xi)\left\{e^{i<x, \xi>}\right\} T\left\{e^{-i<x, \xi\rangle}\right\} s^{n} d \xi
$$

This new operator is automatically bounded on $L^{2}$ with a norm at most $\|T\|\|\hat{\theta}\|_{1}$. We denote by $(T)_{s}$ the difference $T-T_{(s)}$.

Lemma 6. Let $T$ be the operator $Q_{t}\left\{A_{1}\right\} K_{1, t}\left\{A_{2}\right\} \ldots\left\{A_{n-1}\right\} K_{n, t}$, and let $s>3$ nt. Then for some positive constants $C$ and $c$,

$$
\begin{equation*}
\left\|(T)_{s}\right\| \leqslant C^{n} e^{-s / c n t} \tag{19}
\end{equation*}
$$

Proof: We choose a function $\phi$ defined on $\mathbf{R}$, bounded by 1 , supported in $[-1,1]$ and such that $\sum_{j \in \mathbf{Z}} \phi(x-j)=1$. Let $u=s /(6 \sqrt{d})$. For all $\left(j_{i}\right)_{1 \leqslant i \leqslant d} \in \mathbf{Z}^{d}$, we define $\Phi_{j_{1} \ldots j_{d}}$ to be the multiplication by the function $\prod_{i} \phi\left(\frac{x_{i}}{u}-j_{i}\right)$. This gives the following decomposition of the identity on $\mathbf{R}^{d}$ :

$$
I=\sum_{\left(j_{2}, \ldots j_{d}\right) \in Z^{d}} \Phi_{j_{1} \ldots j_{d}}
$$

This, in turn, gives the following decomposition of $(T)_{s}$ :

$$
(T)_{s}=\sum_{k_{1} \ldots k_{d} \in \mathbf{Z}^{d}}\left(\sum_{j_{1}, j_{d} \in Z^{d}} \Phi_{j_{1} \ldots j_{d}} T \Phi_{j_{1}+k_{1} \ldots j_{d}+k_{d}}\right)_{s}
$$

The diameter of the union of the supports of $\Phi_{j_{1} \ldots j_{d}}$ and $\Phi_{j_{1}+k_{1} \ldots j_{d}+k_{d}}$ is at most $(\|k\|+2 \sqrt{d}) u$. Since the kernel of $(T)$, vanishes in the strip $\{\|x-y\|<s\}$, the terms corresponding to $k \in \mathbf{Z}^{d}$ such that ( $\left.\|k\|+2 \sqrt{d}\right) u<s$, give no contribution. For the remaining $k^{\prime}$ s, we notice that $\Phi_{j_{1} \ldots j_{d}} \Phi_{l_{1}, l_{d}}=0$ if $\left|l_{i}-j_{i}\right|>1$ for any $i$. It follows by almost-orthogonality that

$$
\begin{equation*}
\left\|\sum_{j_{2} \ldots j_{d}} \Phi_{j_{1} \ldots j_{d}}(T)_{s} \Phi_{j_{1}+k_{1} \ldots j_{d}+k_{d}}\right\| \leqslant 3^{d} \max _{j_{1} \ldots j_{d}}\left\|\Phi_{j_{1} \ldots j_{d}}(T)_{s} \Phi_{j_{1}+k_{1} \ldots j_{d}+k_{d}}\right\| \tag{20}
\end{equation*}
$$

Since the distance of the supports of $\Phi_{j_{1} \ldots j_{d}}$ and $\Phi_{j_{1}+k_{1} \ldots j_{d}+k_{d}}$ is at least $(\|k\|-2 \sqrt{d}) u$, which is more than $n t$ if $(\|k\|+2 \sqrt{d}) u>s$, we can apply Lemma 5. A summation over $k$ yields

$$
\sum_{k,(\|k\|+2 \sqrt{d}) u \geqslant s} C^{n} e^{\frac{(\|k\|-2 \sqrt{d}) u}{2 n t}} .
$$

as a bound for $(T)_{s}$. By the choice of $u$, this sum is dominated by

$$
C^{n} \sum_{k,\|k\| \geqslant 4 \sqrt{d}} e^{s\|k\| / \| 24 \sqrt{d} n t}
$$

This implies Lemma 6.

## 5. Estimates for the error-terms

We first want to estimate (12). To control expressions of the form $\left\|L_{t} F\right\| \|$, where $L_{t} I=0$ for all $t>0$, it is enough to have a bound on $\left\|L_{t}\right\|$ uniform in $t$ and some decay on $\left\|L_{i} L_{i}^{*}\right\|$ when $t / t^{\prime}$ tends to 0 or $+\infty$.

Observe that, out of the two terms entering in the definition of $L_{t}$ in (12), one is a contraction and the other is of the form $\left\{A_{t}\right\} v_{2^{n} t}$. To estimate the latter we remark that $v_{2^{n} t}\left\{A_{t}\right\}^{*}\left\{A_{t}\right\} v_{2^{n} t}$ is bounded on $L^{1}$ and $L^{\infty}$ with a norm at most $\left\|v_{2^{n} t}\left(\left|A_{\ell}\right|^{2}\right)\right\|_{\infty}$. Therefore $\left\{A_{t}\right\} v_{2^{n} t}$ is bounded on $L^{2}$ with a norm dominated by $\max _{x}\left[m_{B\left(x, 2^{n} t\right)}\left|A_{t}\right|^{2}\right]^{1 / 2}$.

Lemma 7. The operator-norm of $L_{t}$ is bounded independently of $n$ or $t$.
Proof: In view of the remarks preceding Lemma 7, we see that it is enough to show that, for some $C>0$ and all $x \in \mathbf{R}^{d}$,

$$
\begin{equation*}
\left(\int_{\|x-y\|<2^{n} t}\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n, t} A_{n}(y)\right\|^{2} d y\right)^{1 / 2} \leqslant C\left(2^{n} t\right)^{d / 2} \tag{21}
\end{equation*}
$$

We fix $x$. To prove (21), we decompose $A_{n}$ as $A_{0}+\sum_{j=1}^{+\infty} B_{j}$, where

$$
A_{0}(z)=A_{n}(z) \chi_{\left\{\|z-x\|<\left(2^{n}+2^{n / 2}\right) t\right\}}
$$

and for $j>0$,

$$
B_{j}(z)=A_{n}(z) \chi_{\left\{\left(2^{n}+2^{i-1+\frac{n}{2}}\right) t<\|z-x\| \leqslant\left(2^{n}+2^{j+\frac{\pi}{2}}\right) t\right\}}
$$

Since $Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n, t}$ is a contraction on $L^{2}$, the contribution of $A_{0}$ is less than $\left\|A_{0}\right\|_{2}$, which is dominated by $C\left(2^{n} t\right)^{d / 2}$.

To estimate the contributions of the $B_{j}$ 's we use Lemma 5 and the remark following its proof. Then, if a function is in $L^{2}$ with norm 1 and is supported in $\mathrm{B}\left(x, 2^{n} t\right)$,

$$
\left|<g, Q_{i}\left\{A_{1}\right\} K_{1, t} \ldots K_{n, t} B_{j}>\right| \leqslant C^{n}\left\|B_{j}\right\|_{2}\left(\frac{2^{j-1+n / 2}}{n}\right)^{d-1} e^{-\frac{2^{j-t+n / 2}}{n}} .
$$

Since $\left\|B_{j}\right\|_{2} \leqslant C\left(2^{n}+2^{j-1+n / 2}\right)^{d / 2} t^{d / 2}$, (21) follows by summation over $j$. This proves Lemma 7.

Remark. It follows that the measure

$$
\mu=\left\|Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n, t} A_{n}(y)\right\|^{2} d y d t / t
$$

satisfies $h_{\beta}<C$.
Next we turn to the decay estimate for $\left\|L_{t} L_{i^{\prime}}^{*}\right\|$, when $t / t^{t}$ is large or small. We can assume $t<t^{t}$, taking the adjoint if necessary.

Using the factorization of $v_{t}$ as $w_{t} * w_{t}$, we see that $L_{t}$ can be written as $\tilde{L}_{t} w_{t}^{2}$ where

$$
\tilde{L}_{t}=Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t}\left\{A_{n}\right\}-\left\{Q_{t}\left\{A_{1}\right\} K_{1, t} \ldots K_{n-1, t} A_{n}\right\}
$$

and similaty for $L_{t^{\prime}}$. From the proof of Lemma 6 we see that $\tilde{L}_{t^{\prime}} w_{2^{n} t^{\prime}}$ is bounded on $L^{2}$ with a bound independent of $n$. Hence

$$
\left\|L_{t} L_{t^{\prime}}^{*}\right\| \leqslant C\left\|\tilde{L}_{t} w_{2^{n} t^{\prime}}\right\|
$$

Lemma 8. $\left\|\tilde{L}_{t} w_{2^{n} t^{\prime}}\right\| \leqslant C\left(t / t^{\prime}\right)^{1 / 2}$ if $t^{\prime}>4^{n} t$.
Proof: First we observe that, because $w_{1}$ is supported in the unit ball,

$$
\begin{equation*}
\left(\tilde{L}_{t} w_{2^{n} t^{\prime}}\right)_{2^{n+1} t^{\prime}}=\left(\left(\tilde{L}_{t}\right)_{2^{n} t^{\prime}} w_{2^{n} t^{\prime}}\right)_{2^{n+1} t^{\prime}} \tag{22}
\end{equation*}
$$

We denote by $V_{t}$ the operator $\tilde{L}_{t} w_{2^{n} t^{t}}$. By Lemma $6\left\|\left(\tilde{L}_{t}\right)_{2^{n} t^{t}}\right\|$ is dominated by $e^{-2^{n} t^{\prime} / c n t}$. Hence, by (22), so is $\left\|\left(V_{t}\right)_{2^{n+1} t^{4}}\right\|$. Since the kernel of $V_{t}-\left(V_{t}\right)_{2^{n+1} t^{t}}$ is supported in $\left\{\|x-y\| \leqslant 2^{n+2} t^{t}\right\}$, it follows that it can be decomposed in an almost-orthogonal sum of operators whose kernels are localized in $x$ and $y$ on balls of diameter $2^{n} t^{t}$, as in the proof of Lemma 6 . We just need uniform estimates for the norms of these operators, or even for their Hilbert-Schmidt norms. Equivalently, we need estimates, uniform in $x_{0} \in \mathbf{R}^{d}$, for

$$
\begin{equation*}
\int_{\left\|x-x_{0}\right\|<2^{n} t^{\prime},\left\|y-x_{0}\right\|<c 2^{n} t^{\prime}}\left\|V_{t}(x, y)\right\|^{2} d x d y \tag{23}
\end{equation*}
$$

Let $t_{0}=2^{n / 2}\left(t t^{\prime}\right)^{1 / 2}$. For all $j=\left(j_{1} \ldots j_{d}\right) \in Z^{d}$, we define $x_{j}$ to be the point $t_{0}\left(j_{1} \ldots j_{d}\right)$. Then, we can dominate (23) by

$$
\begin{equation*}
\sum_{\left\{x_{j},\left\|x_{j}-x_{0}\right\|<2^{n} t^{\prime}\right\}}\left(\int_{\left\|z-x_{j}\right\|<\sqrt{d t_{0}}}\left\|V_{t}(x, y)\right\|^{2} d x d y\right) \tag{24}
\end{equation*}
$$

Let us rewrite $V_{t}(x, y)$ as

$$
\begin{equation*}
\int \tilde{L}_{t}(x, z)\left(w_{2^{n} t^{\prime}}(z-y)-w_{2^{n} t^{\prime}}\left(x_{j}-y\right)\right) d z \tag{25}
\end{equation*}
$$

We use a truncation of $\tilde{L}_{t}$ at scale $t_{0}$. That is, we write $\tilde{L}_{t}$ as $\left(\tilde{L}_{t}\right)_{t_{0}}+\tilde{L}_{t}-\left(\tilde{L}_{t}\right)_{t_{0}}$.
For the local part we use the $L^{2}$ - boundedness of $\tilde{L}_{i}$, treating $y$ in (24) as a parameter, and we are reduced to controlling

$$
\sum_{\left\{x_{j},\left\|x_{j}-x_{0}\right\|<2^{n} t^{\prime}\right\}}\left(\int_{y, z,\left\|z-x_{j}\right\| \leqslant(\sqrt{d}+2) t_{0}}\left|w_{2^{n} z^{\prime}}(z-y)-w_{2^{n} t^{\prime}}\left(x_{j}-y\right)\right|^{2} d z d y\right)
$$

This expression is easily seen to be dominated by

$$
\left(2^{n} t^{\prime} / t_{0}\right)^{d}\left((\sqrt{d}+2) t_{0}\right)^{d}\left(2^{n} t^{\prime}\right)^{d}\left(\frac{(\sqrt{d}+2) t_{0}}{\left(2^{n} t^{\prime}\right)^{d+1}}\right)^{d}
$$

which is equal to $C 2^{n} t / t^{\prime}$.

For the far-away part, we estimate the contributions of $w_{2^{n} t^{\prime}}(z-y)$ and $w_{2^{n} t^{\prime}}\left(x_{j}-y\right)$ separately. By Lemma 6 the first contribution is dominated by

$$
C e^{-t_{0} / c n t} \sum_{x_{j},\left\|x_{j}-x_{0}\right\|<2^{n} t^{\prime}}\left(\int_{y, z,\left\|y-x_{0}\right\|<C 2^{n} t^{\prime}}\left|w_{2^{n} t^{\prime}}(z-y)\right|^{2} d y d z\right)
$$

which is less than

$$
C\left(2^{n / 2}\left(t^{\prime} / t\right)\right)^{d} e^{-\frac{2^{n / 2}}{n}\left(\frac{t^{\prime}}{t}\right)^{2 / 2}}
$$

The second contribution can be rewritten as

$$
\begin{align*}
& \sum_{\left\{x_{j},\left\|x_{j}-x_{0}\right\|<2^{n} t^{\prime}\right\}}\left(\int_{\left\|x-x_{j}\right\|<\sqrt{d} t_{0}}\left\|\int\left(\tilde{L}_{t}\right)_{t_{0}}(x, z) d z\right\|^{2} d x\right)  \tag{25}\\
&\left(\int_{y}\left|w_{2^{n} t^{\prime}}\left(x_{j}-y\right)\right|^{2} d y\right)
\end{align*}
$$

Following the line of proof of Lemma 7, it is easy to see that the first factor in the product is dominated by $C t_{0}^{d} e^{-\sqrt{d} t_{0} / c n t}$, and hence, that (25) is dominated by the same quantity $\times t_{0}^{-d}$.

This concludes the proof of Lemma 8.
We are now ready to estimate $\max _{\|F\|_{2}=1}\left\|L_{t} F\right\| \|$. By duality this is also equal to $\max _{\left\|| | f_{t}\right\|=1}\left\|\int L_{t}^{*} f_{t} d t / t\right\|_{2}$. It is easy to see that the square of this expression is less than the operator-norm on $L^{2}\left(\mathbf{R}_{+}, d t / t\right)$ of the operator of kernel $k(s, t)=\left\|L_{s} L_{t}^{*}\right\|$. By Lemma 7, Lemma 8 and the remark preceding it, this is less than $C n$. Hence

$$
\begin{equation*}
\left\|\mid L_{i} F\right\|<C n^{1 / 2}\|F\|_{2} \tag{26}
\end{equation*}
$$

## 6. Proof of Theorem !

We recall that the numbers $X_{n}$ and $Y_{n}$ have been defined just before (10).
We wish to prove, for all $\varepsilon>0$, the existence of a constant $C_{e}$ such that

$$
\begin{equation*}
X_{n} \leqslant C_{\epsilon}(1+2 \sqrt{d}+\varepsilon)^{n} \tag{27}
\end{equation*}
$$

Let us recall that, by the remarks in Section 3 and (20),

$$
Y_{n} \leqslant(11)+(12)+(13) \leqslant C(n+1)+C n^{1 / 2}+(13)
$$

Also, by Lemma 3 and ( 6 ), if we define $Z_{n}$ to be the best constant in the inequality

$$
\begin{equation*}
\left(\int_{x \in Q, 0<1<\delta(Q)}\left\|Q_{t / 2^{n}}\left\{A_{1}\right\} K_{t / 2^{n}} \ldots K_{t / 2^{n}} A_{n}(x)\right\|^{2} \frac{d x d t}{t}\right)^{1 / 2}<C|Q| . \tag{28}
\end{equation*}
$$

then

$$
\begin{equation*}
(13) \leqslant Z_{n}^{1 / 2}+C h_{\mu_{n}}^{1 / 2} \tag{29}
\end{equation*}
$$

where $\mu_{n}$ denotes the Carleson-measure appearing in (28). By the remark following the proof of Lemma 7, we know that $h_{\mu_{n}}<C$. Thercfore,

$$
\begin{equation*}
Y_{n} \leqslant 2 Z_{n}+C(n+1) \tag{30}
\end{equation*}
$$

Finally the proof of Lemma 7 shows, modulo trivial modifications, that

$$
Z_{n} \leqslant X_{n-1}^{2}\left(I+C 2^{-n / 2}\right) \times d
$$

The factor $d$ comes from the fact that in estimating $c_{\mu_{n}}$, one has to use the Hilbert-Schmidt norm of $A_{n}$, which can be as large as $\sqrt{d}$.

From these two inequalities, we obtain

$$
Y_{n} \leqslant 2 \sqrt{d}\left(1+C 2^{-n / 2}\right) X_{n-1}+C(n+1)
$$

Since $X_{n} \leqslant X_{n-1}+Y_{n}$, it follows

$$
X_{n} \leqslant(1+2 \sqrt{d})\left(1+C 2^{-n / 2}\right) X_{n-1}+C(n+1)
$$

This implies (27) and proves Theorem 1.

## 7. Application to the Kato-problem

Theorem 1 implies that the radits of convergence of (1) or (2) is $1 /(1+2 \sqrt{d})$ at least. There are various ways to see that this is not sharp. One of them is to obscrve that the constant 2 in (7) can be attained only for $L^{2}$-functions which have a particular distribution-function. Since the functions to which we apply (7) are inages of bounded functions restricted to cubes, their distributionfunctions have properties which permit to conclude that the constant 2 can be improved in our case, thus leading to an improvement of the constant ( $1+2 \sqrt{d}$ ) in Theorem 1. In this section we shall be interested only in those improvements which take in account the special form of the operators $\bar{K}_{i}$ which occur in the series (1) or (2).

The properties of the Riesz matrix which we shall use are that it is positive and defines an orthogonal projection. We shall be working with the series (2) and show the following.

Theorem 2. The radius of convergence of the Kato functional is at least $\alpha^{-1}$, where $\alpha$ is the largest positive root of the equation

$$
\begin{equation*}
\left(X-\frac{1}{2}\right) \sqrt{X^{2}}-1=X \sqrt{d} \tag{31}
\end{equation*}
$$

Before sketching the proof of this theorem, let us indicate that approximate numerical values for $\alpha^{-1}$ in dimensions 2, 3, 4, and 5 are respectively .474, 416, .376 , and .347.

Sketch of proof: For simplicity we shall proceed as if the kernels of $\left(I-P_{t}\right) \tilde{R}$ and $Q_{t}$ were supported in $\{\|x-y\| \leqslant t\}$. This of course is not true, but, as the proof of Lemma 7 shows, this is true for all practical purposes.

The fact that $\hat{R}$ defines an orthogonal projection yields the following improvement of (10):

$$
\begin{equation*}
X_{n} \leqslant \sqrt{Y_{n}^{2}+X_{n-1}^{2}} \tag{32}
\end{equation*}
$$

To see this we just need to observe that for a function $F$ in $L^{2},\|\tilde{F}\|_{2}^{2}+\|(I-$ $\bar{R}) F\left\|_{2}^{2}=\right\| F \|_{2}^{2}$. Hence $X_{n} \leqslant \max _{\lambda^{2}+\mu^{2}=1} \lambda X_{n-1}+\mu Y_{n}$, which is exactly (32).

By the positivity of $\tilde{R}$ we can write it as $\frac{I+S}{2}$, where $S$ is a contraction. Since $K_{t}=I-\left(I-P_{t}\right) \tilde{R}=I-\left(I-P_{t}\right) \frac{I+S}{2}$ we can rewrite it as

$$
\frac{1}{2} P_{t}+\frac{1}{2}\left(I-\left(I-P_{t}\right) S\right)
$$

It follows that

$$
\begin{equation*}
Z_{n} \leqslant \frac{1}{2}\left(1+C 2^{-n}\right)\left(Z_{n-1}+\sqrt{d} X_{n-1}\right),+ \text { negligible error terms } \tag{33}
\end{equation*}
$$

Note that, by (32),

$$
\begin{equation*}
X_{n} \leqslant\left(\sum_{k=1}^{n} Y_{n}^{2}\right)^{1 / 2} \tag{34}
\end{equation*}
$$

Combining (30) and (34) we obtain

$$
\begin{equation*}
Z_{n} \leqslant \frac{1}{2} Z_{n-1}+\sqrt{d}\left(\sum_{j=1}^{n-1} Z_{j}^{2}\right)^{1 / 2}+\text { negligible error terms. } \tag{35}
\end{equation*}
$$

Let us ignore the error terms in (35). Let $C>0$ and $\beta>1$ be such that for $j<n, Z_{j}<C \beta^{j}$. Then $Z_{n}<C \beta^{n}$ if $\beta$ is such that

$$
\beta^{n} \geqslant \frac{1}{2} \beta^{n-1}+\sqrt{d} \frac{\beta^{n-1}}{\sqrt{1-\frac{1}{\beta^{2}}}}
$$

that is, if $\beta \geqslant \alpha$. This implies Theorem 2 modulo the handling of the error terms, which is trivial.

Let us mention that in working with the series (1) instead of (2) one does not seem to be able to improve (10) into (34). Hence one obtains significantly worse estimates for $X_{n}$ for (1) than for (2), while, as the next section will suggest, one should expect a discrepancy growing slower than exponentially.

## 8. A direct proof of Kato's conjecture in dimension 1

We wish to prove the following:
Theorem 3. For all $\varepsilon>0$ there exists a constant $C_{\varepsilon}$ such that for all n $\leqslant 1$, and $a_{i} \in L_{\mathrm{C}}^{\infty}(\mathbf{R}), 1 \leqslant i \leqslant n$, and $f \in L^{2}(\mathbf{R})$,

$$
\begin{equation*}
\left\|\left\|Q_{t} \prod_{i=1}^{n}\left(\left\{a_{i}\right\}\left(I-P_{t}\right)\right)\right\|\right\| \leqslant C_{\varepsilon}(1+\varepsilon)^{n} \prod_{i=1}^{n}\left\|a_{i}\right\|_{\infty}\|f\|_{2} \tag{36}
\end{equation*}
$$

The proof we shall give clearly yields multilinear estimates. However we shall work with one single bounded function $a$ of norm 1 , and we shall denote $\{a\}$ by a. This symbol will stand for $\{a\}^{j}$ for any power $j$, for instance in (43) and (44).

Proof: The proof of Theorem 3 relies on a trivial extension of one identity of [4], namely:

$$
\begin{equation*}
Q_{t} \mathrm{a} P_{t}=P_{t}\left\{P_{t} a\right\} Q_{t}+\left\{Q_{t} a\right\} P_{t}-Q_{t}\left\{Q_{t} a\right\} Q_{t} \tag{37}
\end{equation*}
$$

Let $S_{t}$ be such that $P_{t} S_{t}=P_{\alpha t}$ for some $\alpha>0$. Then $Q_{t} S_{t}=t D P_{t} S_{t}=$ $t D P_{\alpha t}=\frac{1}{\alpha} Q_{\alpha t}$. This, together with (37) and a rescaling immediately gives:

Lemma 9. For all $u>0$ and $\alpha>0$,

$$
\begin{equation*}
Q_{u t} a P_{\alpha t}=\frac{u}{\alpha} P_{u t}\left\{P_{u t} a\right\} Q_{\alpha t}+\left\{Q_{u t} a\right\} P_{\alpha t}-\frac{u}{\alpha} Q_{u t}\left\{Q_{u t} a\right\} Q_{\alpha t} \tag{38}
\end{equation*}
$$

For all $u \in] 0,1$, we shall prove

$$
\begin{equation*}
\left\|\left\|_{u t}\left(a\left(I-P_{t}\right)\right)^{n} a P_{t} \mid\right\| \leqslant C(1+\varepsilon)^{n}\right\| f \|_{2} \tag{39}
\end{equation*}
$$

This clearly implies (36). The reason for introducing the parameter $u$ will become apparent during the proof.

Let $p$ be an integer possibly equal to 1. We write $n=q p+r=q+(p-1) q+r=$ $q+s$, with $r<p$. Let $\alpha>1$ and $\beta=\alpha^{q}$. Finally, for $\gamma>1$, we set $\tilde{Q}_{t}^{\gamma}=P_{t}-P_{\gamma t}$.

We wish to reduce the study of $\left\|\left\|Q_{u t}\left(a\left(I-P_{t}\right)\right)^{n} \mathbf{a} P_{t}|\||\right.\right.$ to the study of
(40) $\left\|Q_{u t} \mathrm{a}\left(I-P_{\alpha t}\right) \mathrm{a}\left(I-P_{\alpha^{2} t}\right) \mathrm{a} \ldots \mathrm{a}\left(I-P_{\alpha q-1}\right)\left(\mathrm{a}\left(I-P_{\beta t}\right)\right)^{s+1} \mathrm{a} P_{\beta t} f\right\|$,
where we shall be able to take advantage of the factor $\frac{1}{\alpha}$ in Lemma 9 . To do this we replace each $P_{t}$ by the corresponding $P_{\gamma t}$, where $\gamma$ is some appropriate power of $\alpha$. Starting this process from the right and using Minkowsky's inequality we dominate the left hand sidc of (39) by the sum of (40) and the following expressions.

$$
\left\{\begin{array}{c}
\left\|Q_{u t}\left(\mathrm{a}\left(I-P_{t}\right)\right)^{n} \mathrm{a} \tilde{Q}_{t}^{\beta} f \mid\right\|  \tag{41}\\
\left\|\left\|Q_{u t}\left(\mathrm{a}\left(I-P_{t}\right)\right)^{n-1} \mathrm{a} \tilde{Q}_{t}^{\beta} \mathrm{a} P_{\beta t} f\right\|\right\| \\
\left\|\| Q_{u t}\left(\mathrm{a}\left(I-P_{t}\right)\right)^{n-2} \mathrm{a} \tilde{Q}_{t}^{\beta} a\left(I-P_{\beta t}\right) \mathrm{a} P_{\beta t} f|t|\right. \\
\cdot \\
\cdot\left\|Q_{u t}\left(\mathrm{a}\left(I-P_{t}\right)\right)^{q-1} \mathrm{a} \tilde{Q}_{t}^{\beta}\left(\mathrm{a}\left(I-P_{\beta t}\right)\right)^{s} \mathrm{a} P_{\beta t} f\right\|_{\|} \mid
\end{array}\right.
$$

(42)

$$
\left\{\begin{array}{c}
\left\|\left\|Q_{u t}\left(\mathbf{a}\left(I-P_{t}\right)\right)^{q-2} \mathbf{a} \tilde{Q}_{t}^{\alpha^{q-1}}\left(\mathbf{a}\left(I-P_{\beta t}\right)\right)^{s+1} \mathrm{a} P_{\beta t} f \mid\right\|\right. \\
\cdot \\
\cdot \\
\left\|Q_{u t} \mathrm{a} \tilde{Q}_{t}^{\alpha} \mathrm{a}\left(I-P_{\alpha^{2} t}\right) \mathrm{a} \ldots \mathrm{a}\left(I-P_{\alpha^{q-1} t}\right)\left(\mathrm{a}\left(I-P_{\beta t}\right)\right)^{s+1} \mathrm{a} P_{\beta t} f \mid\right\|
\end{array}\right.
$$

To study (40) we expand each ( $I-P_{\gamma^{t}}$ ) and regroup the resulting $2^{n}$ terms according to the location of the first $P_{\gamma t}$ which appears when going from the left. A new application of Minkowski's inequality then shows that (40) is less
than the sum of the following expressions:

$$
\left\{\begin{array}{l}
\left\|Q_{u t} \mathrm{a} P_{\beta t}\left(\mathrm{a}\left(I-P_{\beta t}\right)\right)^{s} \mathrm{a} P_{\beta t} \mid\right\|  \tag{44}\\
\left\|\left\|Q_{u t} \mathrm{a} P_{\beta t} \mathrm{a} P_{\beta t} f \mid\right\|\right. \\
\left\|\left\|Q_{u t} \mathrm{a} P_{\beta t} f \cdot\right\|\right.
\end{array}\right.
$$

An application of Lemma 9 permits to decompose each of these expressions in the sum of three terms, the two last of which can be handled via the usual Carleson-measure argument, thanks to the following lemma.

Lemma 10. Let $0<\omega_{0} \ldots \leqslant \omega_{n}$. Then the kernel $\Gamma_{t}(x, y)$ of

$$
P_{\omega_{0}} \mathbf{a}\left(I-P_{\omega_{1}}\right) \mathbf{a}\left(I-P_{\omega_{2}}\right) \ldots\left(I-P_{\omega_{n-1}}\right) \mathbf{a} P_{\omega_{n}}
$$

is dominated by $C\left(\omega_{n} / \omega_{0}\right)^{1 / 2}(1+n)^{3} \frac{\left(\omega_{n} t\right)^{1 / 2}}{\left(\omega_{n} t\right)^{3 / 2}+|x-y|^{3 / 2}}$. The same is true if $P_{\omega_{0} t}$ is replaced by $Q_{\omega_{0} t}$.

We defer the proof of this lemma until the end of the section.
We introduce some notations for best constants in quadratic estimates, for which we shall obtain estimates by induction. These constants depend on $\alpha$ which, for the time being, is fixed. Recall that $u \in[0,1]$.

The first constant $D_{q, s}^{u}$ is the best constant in the inequality

$$
\begin{equation*}
(40) \leqslant C\|f\|_{2} \tag{45}
\end{equation*}
$$

The constant $E_{k}^{u}$, independent of $\alpha$, is the best constant in the inequality

$$
\begin{equation*}
\left\|\left\|Q_{u t}\left(\mathbf{a}\left(I-P_{t}\right)\right)^{k} \mathbf{a} P_{t} f\right\|\right\| \leqslant C\|f\|_{2} \tag{46}
\end{equation*}
$$

We want to derive an inequality for $D_{q, s}^{u}$. As we already observed, (40) is less than the sum of $(q+s+1)$ quadratic quantities, $(q-1)$ for $(43)$ and $(s+2)$ for
(44). Each of these quantities can be dominated by three others using Lemma 9. It will follow that $D_{q, s}^{u}$ is dominated by the sum of $3(q+s+1)$ numbers. Corresponding to the first term in Lemma 9 we have the following ( $q+s+1$ ) numbers:

$$
\frac{u}{\alpha} D_{q-1, s}, \frac{u}{\alpha^{2}} D_{q-2, s}, \ldots, \frac{u}{\alpha^{q-1}} D_{1, s}, \frac{u}{\beta} E_{s}, \frac{u}{\beta} E_{s-1}, \ldots, \frac{u}{\beta} E_{0}, \frac{u}{\beta} c_{0} .
$$

Here $c_{0}$ denotes the best constant in the inequality

$$
\mid\left\|Q_{t} f\right\|\|\leqslant C\| f \|_{2}
$$

Those numbers are obtained by rescaling and using the fact that the $P_{t}$ 's are contractions on $L^{2}$ and $L^{\infty}$. The two last terms in Lemma 9 can be regrouped in a single one. Lemma 10 and the usual Carleson-measure argument give a global estimate in $C \beta^{1 / 2}(1+n)^{4}$. In doing this, one uses that the measure $\left|Q_{u t} a\right|^{2} d x d t / t$ is a Carleson-measure uniformly in $u$.

The previous remarks yield the following :

$$
\begin{equation*}
D_{q, s}^{u} \leqslant \sum_{j=1}^{q-1} \frac{u}{\alpha^{j}} D_{q-j, s}+\frac{u}{\beta} c_{0}+\frac{u}{\beta} \sum_{m=0}^{s} E_{m}+C \alpha^{q / 2}(1+n)^{4} \tag{47}
\end{equation*}
$$

The strategy is to use (47) to show that if

$$
\begin{equation*}
E_{m}^{u} \leqslant C_{1}(1+\varepsilon)^{m} \tag{48}
\end{equation*}
$$

for some $\varepsilon>0$ and uniformly for $m \in \mathbf{N}$ and $u \in] 0,1]$, then for some $\varepsilon^{t}<\varepsilon$,

$$
\begin{equation*}
D_{q, s}^{u} \leqslant C_{2}(q, s)\left(1+\varepsilon^{\prime}\right)^{q}(1+\varepsilon)^{s} \tag{49}
\end{equation*}
$$

where $C_{2}(q, s)$ has the form $C(q+s+1)^{4}$ and is independent of $\left.\left.u \in\right] 0,1\right]$, This will require an appropriate choice of $\alpha$ and $p$. Then one shall show that for some $\varepsilon^{\prime \prime}<\varepsilon, C>0$, and uniformly in $\left.u \in\right] 0,1$ ],

$$
\begin{equation*}
E_{m}^{u}<C\left(1+\varepsilon^{\prime \prime}\right)^{m} \tag{50}
\end{equation*}
$$

By iterating this procedure one can make $\varepsilon$ as small as we want, thus proving the theorem.

Let us be more precise. Let $\varepsilon>0$ and choose $p$ such that

$$
\begin{equation*}
2^{1 / 2 p+1}<1+\varepsilon<2^{1 / 2 p-2} \tag{51}
\end{equation*}
$$

Then we claim that if (48) holds, then (49) holds for any

$$
\begin{equation*}
\varepsilon^{\prime}>\left(\frac{2}{(1+\varepsilon)^{2 p-2}}\right)^{1 / 3}-1 \tag{52}
\end{equation*}
$$

Notice that, by $(51),\left(\frac{2}{(1+\epsilon)^{2 p-2}}\right)^{1 / 3}-1<\varepsilon$. Also we claim that in (50) we can choose any $\varepsilon^{\prime \prime}$ such that

$$
\begin{equation*}
\varepsilon^{\prime \prime}>(1+\varepsilon)^{1-1 / p}\left(1+\varepsilon^{t}\right)^{1 / p}-1 \tag{53}
\end{equation*}
$$

Since $2^{1 / 2 p+1}$ is the only fixed point of the transformation

$$
x \longrightarrow\left(\frac{2}{x^{2 p-2}}\right)^{1 / 3}
$$

it follows by iteration that we can make $\varepsilon$ as close as $2^{1 / 2 p+1}-1$ as we want. Then, by increasing the value of $p$ we can get $\varepsilon$ as close to 0 as we want. Hence, to finish the proof of the theorem, we just need to prove two claims and Lemma 10.

Proof of the first claim: We assume (48) and (51), and we want to conclude (49) for any $\varepsilon^{\prime}$ such that

$$
\begin{equation*}
I+\varepsilon^{\prime}>\left(\frac{2}{(1+\varepsilon)^{2 p-2}}\right)^{1 / 3} \tag{54}
\end{equation*}
$$

Let $\alpha=(1+\varepsilon)^{2 p-2}\left(1+\varepsilon^{\prime}\right)^{2}$. Notice that, by (54),

$$
\begin{equation*}
\alpha\left(1+\varepsilon^{\prime}\right)>2 \tag{55}
\end{equation*}
$$

In order to deduce (49) from (48), we shall use an induction on $q$ based on (47). Then it will be sufficient that $C_{2}$ be so that, for all $0<k^{\prime} \leqslant q$,

$$
\begin{align*}
C_{2}\left(s, k^{\prime}\right)(1+\varepsilon)^{s}\left(1+\varepsilon^{\prime}\right)^{k^{\prime}} \geqslant & \sum_{j=1}^{k^{\prime}-1} \frac{C_{2}\left(s, k^{\prime}-j\right)}{\alpha^{j}}(1+\varepsilon)^{s}\left(1+\varepsilon^{\prime}\right)^{k^{\prime}-j}  \tag{56}\\
& +C \alpha^{k^{\prime} / 2}\left(s+k^{\prime}+1\right)^{4}+C_{1} \frac{s+1}{\alpha^{k^{\prime}}}(1+\varepsilon)^{s} .
\end{align*}
$$

Observe that, by $(55), \sum_{j \geqslant 1}\left(\alpha\left(1+\varepsilon^{\prime}\right)\right)^{-j}<1$. Hence, since $C_{2}(s,$.$) will be$ increasing one just needs

$$
\begin{equation*}
C_{2}\left(s, k^{\prime}\right)(1+\varepsilon)^{s}\left(1+\epsilon^{\prime}\right)^{k^{\prime}} \geqslant C_{3} \alpha^{k^{\prime} / 2}\left(s+k^{\prime}+1\right)^{4}+\frac{s+1}{\alpha^{k^{\prime}}}(1+\varepsilon)^{s} \tag{57}
\end{equation*}
$$

where $C_{3}$ is some constant which remains bounded if $\varepsilon$ and $\varepsilon^{\prime}$ stay away from their minimum values and $C_{1}$ remains bounded. Let us set $C_{2}\left(s, k^{\prime}\right)=2 C_{3}(s+$
$\left.k^{\prime}+1\right)^{4}$ and check that with this choice (57) is satisfied. Equivalently we need that for all $0 \leqslant k^{\prime} \leqslant q$,

$$
\begin{equation*}
2\left(s+k^{\prime}+1\right)^{4}(1+\varepsilon)^{3}\left(1+\varepsilon^{\prime}\right)^{k^{\prime}} \geqslant \alpha^{k^{\prime} / 2}\left(s+k^{t}+1\right)^{4}+\frac{s+1}{\alpha^{k^{\prime}}}(1+\varepsilon)^{s} \tag{58}
\end{equation*}
$$

In (58), the second term of the right hand side is obviously less than half of the left hand side. To see that this is the same for the first term, we first observe than when $k^{t}=q$ it follows from $\alpha^{q / 2}=(1+\varepsilon)^{(p-1) q}\left(1+\varepsilon^{\prime}\right)^{q} \leqslant(1+\varepsilon)^{9}\left(1+\varepsilon^{\prime}\right)^{q}$. To deduce it for smaller values of $k^{\prime}$, just observe that $\alpha^{1 / 2} \geqslant\left(1+\varepsilon^{\prime}\right)$. Hence, (58) is proved, from which follow (57) and (56). Hence (49) follows from (48) by induction, using (56) and (47).

Proof of the second claim: With our choice for $C_{2},(49)$ reads as follows:

$$
\begin{equation*}
D_{q,}^{u} \leqslant C(q+s+I)^{4}(1+\varepsilon)^{s}\left(I+\varepsilon^{\prime}\right)^{q} \tag{59}
\end{equation*}
$$

We want to deduce (50) from (48) and (59), assuming that $\varepsilon^{\prime \prime}$ satisfies (53). The decomposition of the left hand side of (39) in (41)+(42)+(40) implies that $E_{n}^{u}$ is dominated by the sum of $(s+2)+(q-1)+1$ terms. To handle the $(s+2)$ first ones, we decompose $\tilde{Q}_{t}^{\beta}$ as $-\int_{1}^{\beta} 2 P_{u t} Q_{u t} \frac{d u}{u}$. By (48), this gives a contribution of $c_{0} \log \beta$ for the first one and $C_{1} \log \beta(1+\varepsilon)^{j}, 0 \leqslant$ $j \leqslant s$, for the $(s+1)$ following. By (59) one has contributions of the form $C(q-j+s+1)^{4} j \log \alpha(1+\varepsilon)^{s}\left(1+\varepsilon^{t}\right)^{q-j}, \quad 1 \leqslant j \leqslant q-1$ for the terms constituting (42) and finally $C_{2}(q, s)(1+\varepsilon)^{s}\left(1+\varepsilon^{\prime}\right)^{g}$ for (40). Summing these estimates, and then using (53) and the fact that $(q+1)(p-1) \geqslant s$ we obtain

$$
E_{n}^{u} \leqslant C(q+s+1)^{6}(1+\varepsilon)^{s}\left(1+\varepsilon^{\prime}\right)^{q}<C_{\varepsilon^{\prime \prime}}\left(1+\varepsilon^{\prime \prime}\right)^{n}
$$

This proves the second claim.
Proof of Lemma 10: An obvious estimate is

$$
\Gamma_{t}(x, y) \leqslant\left\|P_{\omega_{0} t}(x-)\right\|_{2}\left\|P_{\omega_{n} t}(,-y)\right\|_{2}=C t^{-1}\left(\omega_{0} \omega_{n}\right)^{-1 / 2}
$$

This is sufficient when $|x-y| \leqslant C(1+n)^{3 / 2} \omega_{n} t$ since in this case,

$$
t^{-1}\left(\omega_{0} \omega_{n}\right)^{-1 / 2} \leqslant C\left(\frac{\omega_{n}}{\omega_{0}}\right)^{1 / 2}(1+n)^{3} \frac{\omega_{n} t}{\left(\omega_{n} t\right)^{2}+(x-y)^{2}}
$$

If $|x-y| \geqslant C(1+n)^{3 / 2} \omega_{n} t$, we truncate $P_{\omega_{0} t}(x-$.$) and P_{\omega_{0} d}(.-y)$ on balls respectively centered at $x$ and $y$ and of diameter $|x-y| / 4$. The far-away parts have $L^{2}$ - normu of the order of $|x-y|^{-3 / 2} \omega_{0} t$ and $|x-y|^{-3 / 2} \omega_{n} t$ respectively. Hence, they will give contributions of at most $C \omega_{n} t|x-y|^{-3 / 2}\left(\omega_{0} t\right)^{-1 / 2}$. It remains to control the contribation of the local parts. Here we use that their supports have in distance $|x-y| / 4$. As we mentioned in the remark following the proof of Lemma 5 , we can apply it in our situation and this gives a contribution $C^{C n} c^{|x-y| / t \omega_{n} t}\left(\omega_{0} \omega_{n}\right)^{-1 / 2} t^{-1}$. This concludes the proof of Lemma 10 and of Theorem 3.
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