In this paper, we shall compare three notions of pointwise smoothness: the usual definition, J.M. Bony's two-microlocal spaces $C^{s_{x_0}}$, and the corresponding definition on the wavelet coefficients. The purpose is mainly to show that these two-microlocal spaces provide "good substitutes" for the pointwise Hölder regularity condition; they can be very precisely compared with this condition, they have more functional properties, and can be characterized by conditions on the wavelet coefficients. We also give applications of these properties. In Part 2 some results on the microlocal spaces contained in [B2] will be recalled. Theorems 3 and 4 are also essentially contained in [B2]. The starting point of this paper was a note ([J1]) the author had written on a comparison between the Hölder criterion of regularity at a given point $x_0$ and a corresponding property defined on the wavelet coefficients. Some easy proofs are omitted or abridged and can be found in [J2].

1. Pointwise smoothness and two-microlocalization

Let $s$ be a strictly positive real number. Let us recall the usual definition of the Hölder criterion at $x_0$. A function $f$ belongs to $C^s_{x_0}$ if there exists a polynomial $P(x)$ of degree equal to the integral part of $s$ such that

$$f(x) = P(x) + O(|x - x_0|^s).$$

The following properties are classical. If $f$ belongs to $C^s_{x_0}$, nothing is implied on the derivatives of $f$. In dimension 1, the primitive of $f$ belongs to $C^{s+1}_{x_0}$. In dimension larger than 1, the fractional integration of order 1 maps $C^s_{x_0}$ into $C^{s+1}_{x_0}$.

The two-microlocalization of J.M. Bony consists in replacing the preceding notion by another one which allows to derivate and integrate. The classical pseudo-differential operators will operate on these spaces, which will be spaces of temperate distributions.

These spaces are defined by conditions on the Littlewood-Paley decomposition. Let us recall its definition. Let $\theta$ be a function in the Schwartz class such that

$$\theta(\xi) = 1 \text{ if } |\xi| \leq 1/2 \text{ and } \theta(\xi) = 0 \text{ if } |\xi| \geq 1.$$
Let then
\[ \eta(\xi) = \theta(\xi/2) - \theta(\xi). \]
Let \( S_j \) be the "low-pass filter", which, after a Fourier transform, is a multiplication by \( \theta(2^{-j}\xi) \). Define \( \Delta_j = S_{j+1} - S_j \). Thus
\[ I = S_0 + \Delta_0 + \Delta_1 + \ldots \]
The Fourier transform of \( \Delta_j(u) \) is supported by the set
\[ 2^{j-1} \leq |\xi| \leq 2^{j+1}. \]
The two-microlocal spaces can now be defined.

**Definition 1.** Let \( s \) and \( s' \) be two real numbers; \( C^{s,s'}_0 \) is the Banach space of distributions such that
\[ (2) \quad |S_0(u)(x)| \leq C(1 + |x|)^{-s'} \]
and
\[ (3) \quad |\Delta_j(u)(x)| \leq C2^{-js}(1 + |2^jx|)^{-s'}. \]
The space \( C^{s,s'}_0 \) is then obtained through a simple translation.
If \( s' = 0 \), the space thus obtained is the global Hölder space \( C^s(R^n) \). The effect of \( s' \) is to accentuate either the role played by \( x_0 \), when \( s' < 0 \), or the behavior at infinity, when \( s' > 0 \). A few other remarks will give a better understanding of these conditions.

Define \( u_j = \Delta_j(u) \) and \( U_j(x) = u_j(2^{-j}x) \). Then, the Fourier transform of \( U_j \) is a distribution carried by the set \( 1/2 \leq |\xi| \leq 2 \), and (3) implies that
\[ (4) \quad |U_j(u)(x)| \leq C2^{-js}(1 + |x|)^{-s'}. \]
Such an estimate is stable under derivation and fractional integration, more generally under the action of the operators \((I - \Delta)^{s/2} \) or \((-\Delta)^{s/2} \), \( s \in \mathbb{R} \), because these operators are Fourier multipliers which, once restricted to \( 1/2 \leq |\xi| \leq 2 \), coincide with a function of the Schwartz class. Coming back to the "space variable", we get
\[ (-\Delta)^{s/2} U_j = K_s \ast U_j \]
where \( K_s \) belongs to the Schwartz class.

This convolution operator preserves the polynomial increase or decay, as it appears in (4). So that the following equivalence holds
\[ (5) \quad u \in C^{s,s'}_x \iff \frac{\partial u}{\partial x_j} \in C^{s-1,s'}_x \text{ for } 1 \leq j \leq n. \]

In the following part, we shall investigate the nature of the elements of \( C^{s,s'}_x \), whether they are (eventually smooth) functions or distributions.
2. The elements of $C^{s'}_{s_0}$

We claim that the elements of $C^{s'}_{s_0}$ are (in general) distributions. To shorten the proof, suppose $n = 1$, $x_0 = 0$ and $0 < s < 1$. Define

$$\theta(x) = \phi * |x|^s,$$

where the Fourier transform of $\phi$ belongs to the Schwartz class, vanishes outside $[-1/2, 1/2]$, and is equal to 1 on $[-1/4, 1/4]$. So that, for any $N \geq 1$,

$$\theta(x) = |x|^s + O(|x|^{-N}).$$

Define then

$$f(x) = \sum_{j=0}^{\infty} 2^{-js} \theta(2^j x) e^{i2^j x} = \sum_{j=0}^{\infty} u_j(x).$$

Then

$$u_j(x) = 2^{-j} \phi(2^j x) \quad \text{and} \quad |u(x)| \leq C(1 + |x|)^s,$$

so that $f$ belongs to $C^{s'}_{s_0}$. The restriction of $f$ to any interval $]\delta/2, \delta[; \delta > 0$, is a distribution, because, if $\delta/2 < x < \delta$,

$$f(x) = |x|^s \sum_{j=0}^{\infty} e^{i2^j x} + O(1).$$

We claim that the elements of $C^{s'}_{s_0}$, when $s' < -s$, are "honest functions". In order to prove it, we shall suppose that $0 < s < 1$, $x_0 = 0$, and obtain that

$$|f(x) - f(0)| \leq C|x|^s \quad \text{when} \quad 0 < |x| < 1.$$

Let $j_0$ be such that

$$2^{-(j_0+1)} < |x| \leq 2^{-j_0}$$

then

$$|f(x) - f(0)| \leq$$

$$|S_{j_0} f(x) - S_{j_0} f(0)| + \sum_{0 \leq j \leq j_0} |u_j(x) - u_j(0)| + \sum_{j > j_0} |u_j(x)| + \sum_{j > j_0} |u_j(0)|.$$ 

By definition,

$$|u_j(x)| \leq C2^{-js}(1 + 2^j|x|)^{-s'}.$$

Hence

$$|\nabla u_j(x)| \leq C2^{j(1-s)}(1 + 2^j|x|)^{-s'}.$$

So that, if $0 \leq j \leq j_0$,

$$|u_j(x) - u_j(0)| \leq C_1 2^{j(1-s)} |x|.$$
and the total contribution of these terms is $C2^j(1-s)$, which is equivalent to $C|x|^{s}$.

The series $\sum_{j>j_0} |u_j(x)|$ is bounded by $C \sum_{j>j_0} 2^{-j^\beta}(2^j|x|)^{-s'}$, which is equivalent to $C2^{-j_0^\beta}$, and the same estimate holds for $\sum_{j>j_0} |u_j(0)|$. Since, by Bernstein's inequality, $|S_0f(x) - S_0f(0)| \leq C_0|x|$, the result is proved. One can also easily check that, if $s > 0$ and $s' + s > 0$, then $C^s_2x_0^{s'}$ is included in $C^s_2x_0$.

In the next part, we shall examine the regularity of the elements of $C^s_2x_0^{-s}$ at $x_0$.

3. A comparison between $C^s_2x_0^{-s}$ and $C^s_2x_0$

Let $s > 0$, we saw that the elements of $C^s_2x_0^{-s}$, even restricted to $\mathbb{R}^n - \{x_0\}$ are in general "wild distributions" for which (1) cannot hold. Though, we shall prove the following result.

**Theorem 1.** Let $s$ and $\beta$ be strictly positive numbers, and $u$ an element of $C^s_2x_0^{-s} \cap C^\beta(\mathbb{R}^n)$. There exists a polynomial $P$ of degree less than $s$ such that, if $|x - x_0| \leq 1$,

$$|u(x) - P(x)| \leq C|x - x_0|^s \log \frac{2}{|x - x_0|},$$

and this result is optimal.

Remark that, in this theorem, we are looking for regular points in an irregular background, which is more subtle than the usual approach that consists in finding irregular points in a $C^\infty$ or analytical background (determination of the singular supports).

This theorem can be interpreted as a tauberian theorem. We have information on the behavior of averages of $f$ (its Littlewood-Paley decomposition) and a tauberian condition of minimal global regularity, which allow to obtain a pointwise result.

**Proof of Theorem 1:** Define $j_0$ and $j_1$ by

$$2^{-j_0^\beta} \leq |x - x_0| < 2^{-j_0^\beta} \text{ and } j_1 = \frac{s}{\beta}j_0.$$

Let us restrict to the case $0 < s \leq 1$ and $0 < \beta < s$. Then $P(x) = u(0)$, and

$$|u(x) - u(0)| \leq |S_0u(x) - S_0u(0)| + \sum_{j_0}^{j_1} |u_j(x) - u_j(0)| +$$

$$+ \sum_{j_0}^{j_1} (|u_j(x)| + |u_j(0)|) + \sum_{j_1}^{\infty} (|u_j(x)| + |u_j(0)|) = A + B + C + D.$$
To estimate $A$ is a straightforward consequence of Bernstein’s inequality. As concerns $B$, we use $u \in C^{\alpha^*}_{0}$, so that

$$u_j(x) = 2^{-j\alpha} \beta_j(2^j x)$$

where $|\beta_j(x)| \leq c (1 + |x|)^s$. The Fourier transform of $\beta_j$ vanishes outside the set $1/2 \leq |\xi| \leq 2$, so that

$$|\beta_j(x) - \beta_j(0)| \leq c|x| \text{ if } |x| \leq 1;$$

hence

$$|u_j(x) - u_j(0)| \leq c 2^j |x| 2^{-j\alpha}.$$

Adding up these inequalities, we get either $B \leq c |x|^s$ if $s < 1$, or, if $s = 1$, $B \leq c |x| \leq c' |x| \log \frac{1}{|x|}$.

In order to estimate $C$, remark that

$$|u_j(x)| \leq c (2^{-j\alpha} + |x|^s),$$

so that $C$ is at most $O(|x|^s (j_1 - j_0)) = O(|x|^s \log \frac{2}{|x|})$.

Because $u$ is in $C^\beta$, $\| u_j \|_\infty \leq c 2^{-j\beta}$, so that $D$ is at most $O(2^{-j\beta}) = O(|x|^s)$, which ends the proof. The case $s > 1$ is left to the reader.

One easily checks that, if (1) holds, then $u$ belongs to $C^{\alpha^*}_{0}$. So that, if $s + s' > 0$,

$$C^{s,s'}_{0} \subset C^{s}_{0} \subset C^{s,s - \epsilon}_{0}.$$

The necessity to make the global $C^\beta$ assumption and the optimality of the logarithmic term in the result have been proved by Yves Meyer (personal communication), using wavelets and will be given in the next section.

4. Wavelet coefficients and $C^{s,s'}_{0}$ spaces

One of the interesting properties of the space $C^{s,s'}_{0}$ is that it can be characterized by conditions on the wavelet coefficients. The intuitive reason for that is because the wavelet coefficients of a distribution are given by a sampling (following Shannon's rule) on the filtering given by the Littlewood-Paley decomposition. It is therefore natural that spaces defined by local conditions on their Littlewood-Paley decomposition can be thus characterized. We assume in the following that the orthonormal basis of wavelets used has enough regularity and decay. We use the usual notations

$$\psi_{j,k}(x) = 2^{nj/2} \psi(2^j x - k), j \in \mathbb{Z}, k \in \mathbb{Z}^n.$$
Theorem 2. A distribution \( u \) belongs to \( C^{s,s'} \) if and only if

\[
| < u, \psi_{j,k} > | \leq C2^{-(n/2+s)j}(1 + |k - 2^j x_0|)^{-s'}.
\]

(7)

The other two-microlocal spaces can also be characterized by conditions on the wavelet coefficients. Recall that

\[
u \in H^{s,s'} \iff \| 2^j(1 + 2^j|x|)^s u_j \|_{L^2} \leq c_j
\]

with \( \sum |c_j|^2 < \infty \).

Then, \( u \) belongs to \( H^{s,s'} \) iff

\[
\sum 2^{js}(1 + 2^j|\frac{k}{2^j} - x_0|)^{s'}|C_{j,k}|^2 < \infty.
\]

We now give the counter-examples that show the optimality of Theorem 1.

Assume that \( \psi \) is a compactly supported wavelet, as constructed in [D]. One easily checks that it is possible to suppose

\[\psi(0) \neq 0.\]

We first prove that the global \( C^\beta \) assumption is needed in Theorem 1.

Let \( m \) be a positive integer and \( \epsilon_m \), a real number such that \( 2^m \epsilon_m \) is an integer, and \( \epsilon_m \to 0 \) when \( m \to \infty \). The precise value of \( \epsilon_m \) will be given later. Let \( \alpha \) be such that \( 0 < \alpha < 1 \). The wavelet coefficients of the counter-example \( f \) are defined by:

- if \( 2^m \leq j \leq 2^{m+1} \) and \( k = \epsilon_m 2^j \), \( C_{j,k} = 2^{-j/2} \epsilon_m^{\alpha} \);
- else, \( C_{j,k} = 0 \).

Then define

\[
f(x) = \sum_{m=0}^{\infty} f_m(x)
\]

with

\[
f_m(x) = \epsilon_m^\alpha \sum_{2^m \leq j \leq 2^{m+1}} \psi(2^j (x - \epsilon_m)).
\]

Choose then \( \epsilon_m \) such that

\[
\frac{1}{2m} \leq \epsilon_m^{\alpha} \leq \frac{1}{m}.
\]

The supports of the \( f_m \) are disjoint, \( |f_m(x)| \leq C 2^m \epsilon_m^{\alpha} \), and \( f(0) = 0 \). Then \( f \) is continuous (because \( 2^m \epsilon_m^{\alpha} \to 0 \)). But

\[
f_m(\epsilon_m) = C 2^m \epsilon_m^{\alpha}
\]
so that
\[ \limsup_{x \to x_0} \frac{|f(x) - f(x_0)|}{|x - x_0|^\gamma} \geq \limsup C2^m \epsilon_m^{a-\gamma} = +\infty \forall \gamma > 0. \]

Hence \( f \) is not in \( C_0^\gamma \) for any value of \( \gamma \), although condition (3) holds at 0.

The following counter-example shows that the logarithmic term is needed in (6).

Take the same construction as before, but with
\[ \epsilon_m = 2^{-\beta^{2m}} \]
for a given \( \beta > 0 \).

Then
\[ \frac{|f(\epsilon_m) - f(0)|}{\epsilon_m^\alpha} \geq C2^m \geq C' \log |\epsilon_m|. \]

Hence the optimality of the logarithmic term.

It should be noticed that other conditions similar to condition (7) can be introduced in order to be compared with other types of pointwise regularity conditions. For example, a comparison with pointwise differentiability is given by the following proposition, the proof of which is similar to the one of Theorem 1.

**Proposition 1.** Let \( f \) be a function differentiable at \( x_0 \) with wavelet coefficients \( c_{j,k} \). Let \( \lambda \) be the point \((k2^{-j}, 2^{-j})\) in the upper half-plane. Then, the following estimate holds
\[ |c_{j,k}| \leq C \eta(\lambda)2^{-(2^j+1)}(1 + |k - 2^jx_0|) \]
where \( \eta(\lambda) \leq 1 \) and \( \eta(\lambda) = o(1) \) when \( \lambda \) tends to \((x_0, 0)\).

Conversely, if \( f \) is in \( C^\beta(\mathbb{R}^n) \) for a strictly positive \( \beta \) and if there exists a positive function \( \theta \) defined for positive values of \( j \) such that \( \sum \theta(j) < \infty \) and
\[ |c_{j,k}| \leq C \eta(\lambda)\theta(j)2^{-(2^j+1)}(1 + |k - 2^jx_0|), \]
then \( f \) is differentiable at \( x_0 \).

5. Pseudo-differential operators and two-microlocalization

We shall now study the action of generalized pseudo-differential operators on the spaces \( C_{x_0}^{\alpha,\beta} \). The operators \( T \) that we shall consider will belong to the algebras \( Op(M^\dagger) \) (cf. [DJ], [L] and [M2]) defined by conditions on their distribution kernel \( K(x,y) \) as follows.
Define $O^\gamma$ to be the class of operators such that, off the main diagonal, their distribution-kernel $K$ is a function satisfying the following estimates: for any integer $\alpha$ such that $\alpha < \gamma$, 

$$|\partial^\alpha K(x, y)| \leq \frac{C}{|x - y|^{n+\alpha}}.$$ 

If $\alpha$ is the integer such that $\gamma - 1 \leq \alpha < \gamma$, 

$$|\partial^\alpha K(x, y) - \partial^\alpha K(x', y)| \leq \frac{C|x - x'|^{\gamma - \alpha}}{|x - y|^{n+\gamma}} \text{ if } |x - x'| \leq \frac{|x - y|}{2},$$

$$|\partial^\alpha K(x, y) - \partial^\alpha K(x, y')| \leq \frac{C|y - y'|^{\gamma - \alpha}}{|x - y|^{n+\gamma}} \text{ if } |y - y'| \leq \frac{|x - y|}{2},$$

and the operator $T$ is such that $T(X^\alpha) = T^*(X^\alpha) = 0$ for $\alpha$ less than or equal to $\gamma$.

The algebra $Op(M^\gamma)$ is then the union of all the $O^\gamma$ for $\gamma' > \gamma$.

The usual pseudo-differential operators of order 0 are the sum of such an operator and of a regularizing operator.

Yves Meyer proved that the following characterization holds (cf. [M2]).

**Proposition 2.** An operator $T$ belongs to $Op(M^\gamma)$ iff its "wavelet coefficients" defined by $c(\lambda, \lambda') = \langle T\psi_\lambda | \psi_{\lambda'} \rangle$ satisfy the following condition: there exists $\gamma' > \gamma$, such that

$$|c(\lambda, \lambda')| \leq \omega(\lambda, \lambda')$$

with

$$\omega(\lambda, \lambda') = C2^{-3j'-j''(\gamma + \gamma')}(\frac{2^{-i} + 2^{-j'}}{2^{-i} + 2^{-j} + |\lambda - \lambda'|})^{n+\gamma'}$$

and

$$\lambda = (k2^{-j}, 2^{-j}).$$

We shall now prove the following result.

**Theorem 3.** If $f$ belongs to $C^{s + s'}_{x_0}$ and $T$ belongs to $Op(M^\gamma)$ with

$$\gamma > \sup\{|s + s'|, |s'|, -n - s\},$$

then $T(f)$ belongs to $C^{s + s'}_{x_0}$.

If we keep Theorem 1 in mind, this theorem can be interpreted as follows. The position of the points of regularity of a function is essentially preserved under the action of singular integral operators such as the Hilbert transform.
Proof of Theorem 3: Let \( \theta(\lambda) = 2^{-\left(\frac{p}{2} + s\right)}(1 + 2^j|\lambda - \tau_0|)^{-s'} \). We must prove that

\[
\sum_\lambda \omega(\lambda, \lambda') \theta(\lambda) \leq C \theta(\lambda').
\]

Notice that, for any \( s' \)

\[
(1 + 2^j|\lambda - \tau_0|)^{-s'} \leq (1 + 2^j|\lambda' - \tau_0|)^{-s'} (1 + 2^j|\lambda - \lambda'|)|s'|
\]

We split the sum \( \sum \omega(\lambda, \lambda') \theta(\lambda) \) into two parts.

a) If \( j \leq j' \), then

\[
\sum_\lambda \omega(\lambda, \lambda') \theta(\lambda) \leq C \sum_\lambda 2^{-(s'-j)(\frac{p}{2} + \gamma)} 2^{-\left(\frac{p}{2} + s\right)} (1 + 2^j|\lambda - \tau_0|)^{-s'}
\]

\[
\leq C \sum_\lambda 2^{-(s'-j)(\frac{p}{2} + \gamma)} 2^{-\left(\frac{p}{2} + s\right)} (1 + 2^j|\lambda' - \tau_0|)^{-s'}
\]

by (8)

\[
\leq C 2^{-(\frac{p}{2} + s')} \sum_\lambda 2^{-(s'-j)(\gamma - s)} (1 + 2^j|\lambda' - \tau_0|)^{-s'}
\]

We introduce now the two following subcases.

i) If \( s' \leq 0 \) then

\[
(1 + 2^j|\lambda' - \tau_0|)^{-s'} \leq (1 + 2^j|\lambda' - \tau_0|)^{-s'}
\]

and

\[
\sum_\lambda \omega(\lambda, \lambda') \theta(\lambda) \leq \theta(\lambda') \sum_\lambda \frac{2^{-(s'-j)(\gamma - s)}}{(1 + \frac{|k - 2^j\lambda'|}{\gamma - |s'|})^{\gamma + |s'|}}
\]

\[
\leq C \theta(\lambda') \text{ if } \gamma > s \text{ and } \gamma - |s'| > 0.
\]

ii) If \( s' > 0 \) then

\[
(1 + 2^j|\lambda' - \tau_0|)^{-s'} = 2^{(j'-j)s'} (2^{(j'-j)} + 2^j|\lambda' - \tau_0|)^{-s'}
\]

\[
\leq 2^{(j'-j)s'} (1 + 2^j|\lambda' - \tau_0|)^{-s'}
\]

and

\[
\sum_\lambda \omega(\lambda, \lambda') \theta(\lambda) \leq \theta(\lambda') \sum_\lambda \frac{2^{-(j'-j)(\gamma - s' - s')}}{(1 + 2^j|\lambda' - \lambda'|)^{\gamma + |s'|}}
\]

\[
\leq C \theta(\lambda') \text{ if } \gamma > s + s' \text{ and } \gamma - |s'| > 0.
\]

b) If \( j > j' \), then
\[
\sum_{\lambda} \omega(\lambda, \lambda') \theta(\lambda) \leq C \sum_{\lambda} 2^{-(j-j')(n+\gamma)} \frac{2^{-(\frac{9}{2}+s)}j(1+2j|\lambda - \omega_0|)^{-s'}}{(1+2j'|\lambda - \lambda'|)^{n+\gamma}}
\]

We introduce again the two following subcases.

i) If \( s' \leq 0 \) then

\[
\sum_{\lambda} \omega(\lambda, \lambda') \theta(\lambda) \leq C 2^{-(\frac{9}{2}+s)} \sum_{\lambda} 2^{-(j-j')(n+\gamma+s)} \frac{1 + 2j|\lambda - \omega_0|}{(1+2j'|\lambda - \lambda'|)^{n+\gamma}} \tag{8}
\]

But \( (1+2j|\lambda - \omega_0|)^{-s'} \leq 2^{-(j-j')s'}(1+2j'|\lambda - \omega_0|)^{-s'} \).

Hence

\[
\sum_{\lambda} \omega(\lambda, \lambda') \theta(\lambda) \leq C \theta(\lambda') \sum_{j < j'} 2^{-(j-j')(\gamma+s+s')}
\]

\[
\leq C \theta(\lambda') \text{ if } \gamma > -s - s'.
\]

ii) If \( s' > 0 \) then

\[
\sum_{\lambda} \omega(\lambda, \lambda') \theta(\lambda) \leq C 2^{-(\frac{9}{2}+s)s'} \sum_{\lambda} 2^{-(j-j')(n+\gamma+s)} \frac{1 + 2j|\lambda - \omega_0|}{(1+2j'|\lambda - \lambda'|)^{n+\gamma}} \tag{8}
\]

\[
\leq C 2^{-(\frac{9}{2}+s)s'} \sum_{\lambda} 2^{-(j-j')(n+\gamma+s)} \frac{1 + 2j'|\lambda - \omega_0|}{(1+2j'|\lambda - \lambda'|)^{n+\gamma}} \tag{8}
\]

\[
\leq C 2^{-(\frac{9}{2}+s)s'} \sum_{\lambda} 2^{-(j-j')(n+\gamma+s)} \frac{1 + 2j'|\lambda - \omega_0|}{(1+2j'|\lambda - \lambda'|)^{n+\gamma}} \tag{8}
\]

\[
\leq C \theta(\lambda') \text{ as before.}
\]

Which ends the proof of Theorem 2. \( \blacksquare \)
6. Former pointwise regularity conditions and applications

Some "good substitutes" for the $C_p^0$ condition were introduced already in 1961 by A.P.Calderón and A.Zygmund \[CZ2\]. They are called the $T_p^u$ classes.

A function $f$ belongs to $T_p^u(x_0)$ if there exists a polynomial $P$ of degree less than $u$ such that
\[
\left(\frac{1}{\rho^n}\int_{|x-x_0|\leq \rho} |f(x) - P(x - x_0)|^p dx\right)^{1/p} \leq C \rho^u,
\]
for $\rho$ small enough. Of course, if $f$ belongs to $C_p^u(x_0)$, then $f$ belongs to $T_p^u(x_0)$ for any $p$. This weak form of pointwise regularity is preserved under fractional integration and singular integral transformations. An application of these two properties is given by the following result. Since Calderón and Zygmund proved in a former paper ([CZ1]) that the inverse of an elliptic operator is the composition of a fractional integration and of a singular integral operator, they could deduce a theorem of pointwise regularity for elliptic operators in terms of $T_p^u$ classes. Similar approaches, have been followed by E. Stein ([St]) for the definition of the harmonic derivative, which can be regarded as a condition on the behavior of the wavelet transform near the boundary of its definition domain.

However, the $T_p^u$ classes are not as closely related to the $C_p^u$ spaces as the $C_{x_0}^u$ are, and a result such as Theorem 1 cannot hold, as the following counterexample shows.

Let $f$ be an even function defined as follows:
- $f$ is piecewise linear between $2^n$ and $2^{n+1}$, for $n \in \mathbb{Z}$
- If $n$ is even, $f(2^n) = 2^{<n}$
- If $n$ is odd, $f(2^n) = 0$.

Then $f$ belongs to $C_p^u(\mathbb{R})$, and, though it belongs to $T_p^u_{\frac{u}{p} + \epsilon}$, is not better than $C_p^{u_{\epsilon}}$ at 0.

We shall now follow the ideas developed in \[CZ2\] and get a pointwise regularity result for solutions of partial differential equations.

**Theorem 4.** Let $\Lambda$ be a partial differential operator of order $m$, with smooth coefficients and elliptic at $x_0$. If $\Lambda f = g$ and $g$ belongs to $C_{x_0}^{2,\epsilon}$, then $f$ belongs to $C_{x_0}^{2+m,\epsilon'}$.

The proof of this theorem makes use of the decomposition discovered by Calderón and Zygmund of the inverse of an elliptic operator as a product of a fractional integration and a pseudo-differential operator of order 0. Such an operator is the sum of a regularizing operator and of an operator belonging to a class $Op(M^\gamma)$; so that Theorem 4 is an immediate consequence of the remarks of Part 1 and of Theorem 3. The following corollary gives an optimal result of pointwise Hölder regularity for elliptic operators and follows from Theorems 1 and 4.
Corollary 1. Let $\Lambda$ be a partial differential operator of order $m$, with smooth coefficients and elliptic at $x_0$. If $\Lambda f = g$, and if $g$ is a function that belongs to $C^{s}_{x_0}$, then there exists a polynomial $P$ of degree less than $s$ such that, for $|x - x_0| \leq 1$,

$$|f(x) - P(x)| \leq C|x - x_0|^s \log \frac{2}{|x - x_0|}.$$

This corollary uses the fact that, as Theorem 1 shows, the condition $C^{\frac{s}{2}}_{x_0}$ is very closely related to $C^s_{x_0}$. Hence it could not be a consequence of the approach through the $T_d^s$ classes.

7. The continuous wavelet transform

It should be noticed that the characterizations that were given on the wavelet coefficients hold not only in the case of an orthonormal basis of wavelets but also for the continuous wavelet transform. Let us recall at first the definition and some of the properties of this transform. We shall only consider the case of functions defined on $\mathbb{R}$. We need to suppose that the analysing wavelet $\psi$ is even or odd and has enough cancellation and decay.

For a strictly positive number $a$ and a real number $b$, define

$$c(a, b) = \int \frac{1}{a} \psi\left(\frac{t - b}{a}\right) f(t) dt.$$

Then $f$ can be recovered from its wavelet coefficients by

$$f(t) = \int_{a > 0} \frac{da}{a^2} \int c(a, b) \psi\left(\frac{t - b}{a}\right) db.$$

Notice that we have taken a different normalization than in the orthonormal case.

This continuous transform seems more adapted to the study of "fractal type" functions because it is translation invariant and doesn't favour any particular scale. The same characterizations as in the preceding parts can be proved for this transform. The proofs are exactly the same if one defines $u_j$ by

$$u_j(t) = \int_{2^{-j}}^{2^{j+1}} \frac{da}{a^2} \int c(a, b) \psi\left(\frac{t - b}{a}\right) db.$$

Let us give the characterization of $C^{s'}_{x_0}$ as an example.

Proposition 3. A distribution belongs to $C^{s'}_{x_0}$ if and only if its wavelet coefficients $c(a, b)$ satisfy the following estimate:

$$|c(a, b)| \leq Ca^{s'+\delta} \delta((a, b), (0, x_0))^{-s'}$$

where $\delta$ is the euclidean distance.
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