ON RESTRICTED WEAK-TYPE CONSTANTS OF FOURIER MULTIPLIERS
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Abstract: We exhibit a large class of symbols $m: \mathbb{R}^d \to \mathbb{C}$ for which the corresponding Fourier multipliers $T_m$ satisfy the following restricted weak-type estimates: if $A \subset \mathbb{R}^d$ has finite Lebesgue measure, then

$$||T_m \chi_A||_{L^p, \infty}(\mathbb{R}^d) \leq \frac{p}{2} e^{(2-p)/p} ||\chi_A||_p, \quad p \geq 2.$$ 

In particular, this leads to novel sharp estimates for the real and imaginary part of the Beurling–Ahlfors operator on $\mathbb{C}$. The proof rests on probabilistic methods: we exploit a stochastic representation of the multipliers in terms of Lévy processes and appropriate sharp inequalities for differentially subordinated martingales.
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1. Introduction

A linear (or sublinear) operator $T$ defined on $L^p(\mathbb{R}^d)$ and taking values in $L^{p, \infty}(\mathbb{R}^d)$ is said to be of restricted weak type $(p, p)$, if there is a constant $C$ such that for every measurable set $A \subset \mathbb{R}^d$ of finite Lebesgue measure $|A|$, we have

$$||T \chi_A||_{L^{p, \infty}(\mathbb{R}^d)} \leq C||\chi_A||_{L^p(\mathbb{R}^d)}.$$ 

Here the weak $p$-th norm, $1 < p < \infty$, is defined by

$$||f||_{L^{p, \infty}(\mathbb{R}^d)} := \sup \left\{ \frac{1}{|E|^{1-1/p}} \int_E |f(x)| \mathrm{d}x \right\},$$ 

where the supremum is taken over all measurable $E \subset \mathbb{R}^d$ with $0 < |E| < \infty$. In most cases, restricted weak type estimates are easier to obtain than the usual strong type inequalities, since the functions involved are bounded and two-valued instead of arbitrary measurable. On the other hand, a pair of restricted weak type estimates is usually powerful enough to imply strong type estimates on intermediate spaces, by means of standard interpolation arguments (see e.g. Corollary 1.4.21 in [19]).
The purpose of this paper is to study restricted weak-type inequalities for a certain class of Fourier multipliers, with the particular emphasis on the size of the constants. We will show how such estimates can be deduced from appropriate sharp inequalities for differentially subordinated martingales.

To formulate our main results, we need to introduce the necessary background and notation. Suppose that \( d \geq 1 \) is a fixed integer. For any bounded measurable function \( m: \mathbb{R}^d \to \mathbb{C} \), there is a unique bounded linear operator \( T_m \) on \( L^2(\mathbb{R}^d) \), called the Fourier multiplier with the symbol \( m \), which is given by the identity \( \hat{T}_m f = m \hat{f} \) on Fourier transforms. By Plancherel’s theorem, the norm of \( T_m \) on \( L^2(\mathbb{R}^d) \) is equal to \( ||m||_{L^\infty(\mathbb{R}^d)} \) and there is a natural problem of characterizing those \( m \), for which the corresponding Fourier multiplier extends to a bounded linear operator on \( L^p(\mathbb{R}^d) \), \( 1 < p < \infty \). The motivation for this question comes from the analysis of classical examples: the collection of Riesz transforms \( \{R_j\}_{j=1}^d \) on \( \mathbb{R}^d \) and the Beurling–Ahlfors operator \( \mathbb{B} \) on \( \mathbb{C} \). Recall that for any \( 1 \leq j \leq d \), the Riesz transform \( R_j \) in \( \mathbb{R}^d \) is the Fourier multiplier corresponding to the symbol \( m(\xi) = -i\xi_j/|\xi|, \xi \in \mathbb{R}^d \setminus \{0\} \). Furthermore, the Beurling–Ahlfors transform is an operator acting on functions on \( \mathbb{C} \approx \mathbb{R}^2 \), corresponding to the symbol \( m(\xi) = \xi/|\xi|, \xi \in \mathbb{C} \setminus \{0\} \). One of the motivations for investigating sharp estimates for these operators comes from the papers of Donaldson and Sullivan [15], and Iwaniec and Martin [20], [21], in which it was pointed out that good estimates for the \( L^p \) norm of these objects have important consequences in the study of quasiconformal mappings, related nonlinear geometric PDEs as well as in the \( L^p \)-Hodge decomposition theory. This justifies our interest in restricted weak-type bounds and, in particular, in obtaining sharp versions of such results.

We will consider the following class of symbols, introduced by Bañuelos and Bogdan in [4]. Assume that \( \nu \) is a Lévy measure on \( \mathbb{R}^d \), i.e., a nonnegative Borel measure on \( \mathbb{R}^d \) such that \( \nu(\{0\}) = 0 \) and

\[
\int_{\mathbb{R}^d} \min\{|x|^2, 1\} \nu(dx) < \infty.
\]

Assume further that \( \mu \) is a finite nonnegative Borel measure on the unit sphere \( S \) of \( \mathbb{R}^d \) and fix two Borel functions \( \phi \) on \( \mathbb{R}^d \) and \( \psi \) on \( S \) which take values in the unit ball of \( \mathbb{C} \). We define the associated multiplier \( m = m_{\phi,\psi,\mu,\nu} \) on \( \mathbb{R}^d \) by

\[
m(\xi) = \frac{1}{2} \int_S (\xi, \theta)^2 \psi(\theta) \mu(d\theta) + \int_{\mathbb{R}^d} [1 - \cos(\xi, x)] \phi(x) \nu(dx)
\]

\[
\frac{1}{2} \int_S (\xi, \theta)^2 \mu(d\theta) + \int_{\mathbb{R}^d} [1 - \cos(\xi, x)] \nu(dx)
\]

(1.1)
if the denominator is not 0, and \( m(\xi) = 0 \) otherwise. Here \( \langle \cdot, \cdot \rangle \) stands for the scalar product in \( \mathbb{R}^d \). This class contains many interesting examples, we refer the interested reader to [3] and [4] for the full exposition. We mention here that for \( d = 2 \), these include the real and imaginary part of the Beurling–Ahlfors operator: \( \text{Re } B = R_2^2 - R_1^2 \) and \( \text{Im } B = -2R_1R_2 \), where \( R_1, R_2 \) are the planar Riesz transforms (i.e., Riesz transforms in \( \mathbb{R}^2 \)). See Section 4 below.

The Fourier multipliers corresponding to the above symbols can be given a martingale representation by the use of transformations of jumps of Lévy processes (see [3] and [4]). Combining this representation with Burkholder’s martingale inequalities, Bañuelos and Bogdan [4] and Bañuelos, Bielaszewski, and Bogdan [3] obtained the following \( L^p \) bound.

**Theorem 1.1.** Let \( 1 < p < \infty \) and let \( m = m_{\phi, \psi, \mu, \nu} \) be given by (1.1). Then for any \( f \in L^p(\mathbb{R}^d) \) we have

\[
(1.2) \quad \|T_m f\|_{L^p(\mathbb{R}^d)} \leq (p^* - 1) \|f\|_{L^p(\mathbb{R}^d)},
\]

where \( p^* = \max\{p, p/(p - 1)\} \).

We should point out here that the special case of this result, concerning the multipliers \( R_2^2 - R_1^2 \) and \( -2R_1R_2 \), was obtained earlier by Volberg and Nazarov in [30]. Consult also [5].

It turns out that the above constant \( p^* - 1 \) cannot be replaced by a smaller number, which has been shown recently by Geiss, Montgomery-Smith, and Saksman [18] (see also [6]).

In fact, the martingale methods allow to establish other types of estimates for the above class of Fourier multipliers. See e.g. [26] for related weak-type inequalities and [27] for corresponding logarithmic bounds. The purpose of this paper is to continue this line of research and study the corresponding restricted weak-type estimates. By interpolation, these lead to further tight bounds on various intermediate spaces. Here is the main result of the paper.

**Theorem 1.2.** Suppose \( T_m \) is the Fourier multiplier corresponding to a symbol from the class (1.1). Then for any \( A \subset \mathbb{R}^d \) of finite Lebesgue measure and any \( p \geq 2 \) we have

\[
(1.3) \quad \|T_m \chi_A\|_{L^{p, \infty}(\mathbb{R}^d)} \leq \frac{p}{2} e^{(2-p)/p} \|\chi_A\|_{L^p(\mathbb{R}^d)}
\]

and the inequality is sharp.

Here by sharpness we mean that for each \( p \geq 2 \), each \( d \geq 2 \), and each \( \varepsilon > 0 \) we can find a Fourier multiplier \( T_m \) with a symbol of the
form (1.1) and a subset $A$ of $\mathbb{R}^d$ such that

$$||T_m\chi_A||_{L^p,\infty} > \left(\frac{p}{2}e^{(2-p)/p} - \varepsilon\right)||\chi_A||_{L^p(\mathbb{R}^d)}.$$ 

Actually, these extremal multipliers will be of the form $R_1^2 - R_2^2$; thus, in particular, we will obtain that (1.3) is sharp for the real and imaginary parts of the Beurling–Ahlfors operator (it is easy to show that $2R_1R_2$ and $R_1^2 - R_2^2$ have the same restricted weak-type constants, see Section 4).

Unfortunately, we have been unable to find a sharp version of the above statement for $1 < p < 2$. To explain the reason for this, we need to say a few words about our approach. Roughly speaking, any inequality for Fourier multipliers with symbols as in (1.1) gives rise to a corresponding estimate for differentially subordinate martingales (see Section 2 for the necessary definitions). There is a beautiful method, invented by Burkholder (see [11], [12], and [25]) for proving probabilistic results of this type: the validity of a given martingale inequality (under differential subordination) is equivalent to the existence of a certain special function, satisfying appropriate majorization and concavity properties. In this paper, we will exploit this technique; however, we have managed to find the special function corresponding to the martingale version of (1.3) only for $p \geq 2$. Nonetheless, the results obtained in [26] allow us to write

$$(1.4) \ ||T_m\chi_A||_{L^p,\infty(\mathbb{R}^d)} \leq \frac{1}{2}\Gamma\left(\frac{2p - 1}{p - 1}\right)^{(p-1)/p}||\chi_A||_{L^p(\mathbb{R}^d)}, \quad 1 < p < 2,$$

where $\Gamma$ denotes Euler’s gamma function: in fact, this holds true if we replace $\chi_A$ by an arbitrary function $f \in L^p(\mathbb{R}^d)$. Unfortunately, the above constant does not seem to be the best possible.

Consider the following application (cf. [28]). Let $T_m$ be a Fourier multiplier on $\mathbb{R}^d$, with a symbol of the form (1.1). Then for any real-valued function $f \in L^{p,1}(\mathbb{R}^d)$, $p \geq 2$, we have

$$||T_mf||_{L^p,\infty(\mathbb{R}^d)} \leq 2^{-1/p}e^{(2-p)/2}||f||_{L^{p,1}(\mathbb{R}^d)}.$$ 

To see this, assume first that $f = \sum_{j=1}^Na_j\chi_{E_j}$, where $a_1 > a_2 > \cdots > a_N > 0$ and $E_j$ are pairwise disjoint subsets of $\mathbb{R}^d$ of finite measure. Let $F_0 = \emptyset$ and $F_j = E_1 \cup E_2 \cup \cdots \cup E_j$, $j = 1, 2, \ldots, N$. Then $f$ can be
rewritten in the form $f = \sum_{j=1}^{N} (a_j - a_{j+1}) \chi_{F_j}$, where $a_{N+1} = 0$, and

$$
\|T_m f\|_{L^p,\infty(\mathbb{R}^d)} \leq \sum_{j=1}^{N} (a_j - a_{j+1}) \|T_m \chi_{F_j}\|_{L^p,\infty(\mathbb{R}^d)}
$$

$$
\leq \frac{p}{2} e^{(2-p)/p} \sum_{j=1}^{N} (a_j - a_{j+1}) \|\chi_{F_j}\|_p
$$

$$
= \frac{p}{2} e^{(2-p)/p} \sum_{j=0}^{N-1} a_{j+1} \left( |F_{j+1}|^{1/p} - |F_j|^{1/p} \right)
$$

$$
= \frac{1}{2} e^{(2-p)/p} \|f\|_{L^{p,1}(\mathbb{R}^d)}.
$$

By standard approximation, the above inequality extends to any nonnegative $f \in L^{p,\infty}(\mathbb{R}^d)$. To pass to general real-valued functions, it suffices to use the decomposition $f = f_+ - f_-$ and the inequality $\|f_+\|_{L^{p,1}(\mathbb{R}^d)} + \|f_-\|_{L^{p,1}(\mathbb{R}^d)} \leq 2^{1-1/p} \|f\|_{L^{p,1}(\mathbb{R}^d)}$.

We conclude this section by indicating an important connection between the subject of this paper and the theory of quasiconformal mappings. Recall that a homeomorphism $F: \mathbb{C} \to \mathbb{C}$ is said to be $K$-quasiconformal, $K \geq 1$, if $F \in W^{1,2}_{\text{loc}}(\mathbb{C}, \mathbb{C})$ and $|\partial F(z)| \leq K^{-1} |\partial F(z)|$ for almost all $z \in \mathbb{C}$. In the fifties, Bojarski \cite{8}, \cite{9} applied the $L^p$-boundedness of the Beurling–Ahlfors operator $\mathcal{B}$ to prove that partial derivatives of $K$-quasiconformal maps, which are a priori locally square integrable, belong in fact to $L^p_{\text{loc}}$ for some $p > 2$ depending only on $K$. By Hölder’s inequality, this stronger integrability yields the distortion of area by quasiconformal maps. Formally, if $F(0) = 0$ and $F(1) = 1$, then for all measurable subsets $E$ of the unit disc $D = \{z \in \mathbb{C} : |z| < 1\}$ we have

$$
|F(E)| \leq C |E|^\kappa,
$$

where the constants $C$ and $\kappa$ depend only on $K$. Gehring and Reich conjectured in \cite{17} that the least possible $\kappa$ for which (1.5) holds is equal to $1/K$. This conjecture was open for about 25 years, and was finally proved to be true by Astala \cite{1} two decades ago. This result is strictly related to the following estimate. The weak-type $(1,1)$ and $L^2$ boundedness of the Beurling–Ahlfors operator imply the existence of some universal constants $c$ and $\alpha$ such that for any subset $E$ of the unit disc,

$$
\int_D |\mathcal{B} \chi_E| \leq \alpha |E| \log \frac{c}{|E|}.
$$
Gehring and Reich [17] proved that their conjecture is strictly related to the optimal value of the constant $\alpha$: roughly speaking, the conjecture is equivalent to saying that the best $\alpha$ equals 1. The results of this paper yield the following related statement showing how the size of $E$ controls the integral $\int_D \|B\chi_E\|$. Since the real and imaginary parts of $B$ have symbols as in (1.1), inequality (1.3) implies

$$\int_D \|B\chi_E\| \leq p e^{(2-p)/p^{1-1/p}} |E|^{1/p}, \quad 2 \leq p < \infty.$$  

Similarly, (1.4) gives the following version for $1 < p < 2$:

$$\int_D \|B\chi_E\| \leq 2^{1/p} \Gamma \left(\frac{2p-1}{p-1}\right)^{(p-1)/p} |E|^{1/p}.$$  

The paper is organized as follows. The next section contains the main probabilistic part of the paper: we study there appropriate sharp inequalities for martingales, the stochastic versions of (1.3). In Section 3 we combine these estimates with Bañuelos–Bogdan representation of Fourier multipliers (1.1) and thus obtain (1.3). The final part is devoted to the optimality of the constant $\frac{p}{2} e^{(2-p)/p}$. This is accomplished by the analysis of the so-called laminates, important family of probability measures on $\mathbb{R}^{2\times 2}$. A clever combination of these objects with Burkholder’s special functions can lead to sharp lower bounds for $R_1^2 - R_2^2$ and $-2R_1R_2$, as was first observed by Boros, Székelyhidi Jr., and Volberg in [10]. We extend the argument from that paper and obtain the sharpness of (1.3) for $d = 2$; to handle the higher dimensional case, we apply a certain transference-type argument.

2. A new martingale inequality

As mentioned in the introduction, the results of this paper depend heavily on certain inequalities for differentially subordinated martingales. To study them, let us begin with the necessary definitions and notation. Assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, equipped with $(\mathcal{F}_t)_{t \geq 0}$, a nondecreasing family of sub-$\sigma$-fields of $\mathcal{F}$, such that $\mathcal{F}_0$ contains all the events of probability 0. Let $X, Y$ be two adapted càdlàg martingales, i.e., with right-continuous trajectories that have limits from the left. We assume further that $X$ takes values in the interval $[0,1]$, while $Y$ is $\mathbb{R}^{\nu}$-valued; here $\nu \geq 1$ is a given integer. The symbols $[X,X]$ and $[Y,Y]$ stand for the square brackets of $X$ and $Y$, respectively; see e.g. [14] for the definition in the real-valued case, and extend the notion to the vector setting by $[Y,Y] = \sum_{k=1}^{\nu} [Y^k, Y^k]$, where
$Y^k$ is the $k$-th coordinate of $Y$. Following Bañuelos and Wang [7] and Wang [31], we say that $Y$ is differentially subordinate to $X$, if the process $([X, X]_t - [Y, Y]_t)_{t \geq 0}$ is nonnegative and nondecreasing as a function of $t$. For example, let $f = (f_n)_{n \geq 0}$, $g = (g_n)_{n \geq 0}$ be a pair of adapted discrete-time martingales and let us treat them as continuous-time processes (via $X_t = f_{[t]}$, $Y_t = g_{[t]}$, $t \geq 0$). Then the above domination amounts to saying that $|dg_n| \leq |df_n|$ for all $n$, which is the original definition of differential subordination, due to Burkholder [11]. Here $(df_n)_{n \geq 0}$, $(dg_n)_{n \geq 0}$ stand for the difference sequences of $f$ and $g$, given by $df_0 = f_0$, $df_n = f_n - f_{n-1}$ ($n \geq 1$), and similarly for $dg$.

The main result of this section can be stated as follows.

**Theorem 2.1.** Assume that $X$, $Y$ are martingales taking values in $[0, 1]$ and $\mathbb{R}^\nu$, respectively. If $Y$ is differentially subordinate to $X$, then for any $\lambda \geq 1/2$ we have

$$
(2.1) \quad \sup_{t \geq 0} \mathbb{E}(|Y_t| - \lambda)_+ \leq \frac{e^{1 - 2\lambda}}{2} \mathbb{E}X_0.
$$

The inequality is sharp, even in the discrete-time setting: for any $\varepsilon > 0$ there is a martingale $f$ taking values in $[0, 1]$ and a real-valued martingale $g$ which is differentially subordinate to $f$, satisfying

$$
\sup_{n \geq 0} \mathbb{E}(|g_n| - \lambda)_+ > \left( \frac{e^{1 - 2\lambda}}{2} - \varepsilon \right) \mathbb{E}f_0.
$$

As we have already mentioned in the previous section, the proof is based on Burkholder’s method and exploits the properties of a certain special function. To introduce this object, fix $\lambda \geq 1/2$ and let us first distinguish the following subsets of the strip $[0, 1] \times \mathbb{R}^\nu$:

- $D_0 = \{(x, y) : |y| \leq \min\{x, 1 - x\}\}$,
- $D_1 = \{(x, y) : 0 \leq x \leq 1/2, x < |y| < x + \lambda - 1/2\}$,
- $D_2 = \{(x, y) : 1/2 < x \leq 1, 1 < x + |y| < \lambda + 1/2\}$,
- $D_3 = ([0, 1] \times \mathbb{R}^\nu) \setminus (D_0 \cup D_1 \cup D_2)$.

Now, let $U : [0, 1] \times \mathbb{R}^\nu \to \mathbb{R}$ be given by

$$
U(x, y) = \begin{cases} 
\frac{1}{2} \exp(1 - 2\lambda)(|y|^2 - x^2 + x) & \text{if } (x, y) \in D_0, \\
\frac{1}{2} x \exp(2|y| - 2x - 2\lambda + 1) & \text{if } (x, y) \in D_1, \\
\frac{1}{2} (1 - x) \exp(2|y| + 2x - 2\lambda - 1) & \text{if } (x, y) \in D_2, \\
\frac{1}{2} [(|y| - \lambda + 1/2)^2 - x^2 + x] & \text{if } (x, y) \in D_3.
\end{cases}
$$
We will also need the following auxiliary function \( c: [0, 1] \times \mathbb{R}^{\nu} \to [0, \infty) \):

\[
c(x, y) = \begin{cases} 
\exp(1 - 2\lambda) & \text{if } (x, y) \in D_0, \\
\exp(2|y| - 2x - 2\lambda + 1) & \text{if } (x, y) \in D_1, \\
\exp(2|y| + 2x - 2\lambda - 1) & \text{if } (x, y) \in D_2, \\
1 & \text{if } (x, y) \in D_3.
\end{cases}
\]

In the lemma below, we study the key properties of \( U \). We use the dot \( \cdot \) to denote the scalar product in \( \mathbb{R}^{\nu} \); in addition, for \( k \in \mathbb{R}^{\nu} \), we write

\[
\langle kU_{yy}(x, y), k \rangle = \sum_{i,j=1}^{\nu} U_{y_iy_j}(x, y)k_ik_j.
\]

**Lemma 2.2.** The function \( U \) satisfies the following properties.

(i) It is of class \( C^1 \) in \((0, 1) \times \mathbb{R}^{\nu}\). Furthermore, if \((x, y)\) belongs to the interior of one of the sets \( D_i \), then \( U \) is infinitely many times differentiable at \((x, y)\).

(ii) If \((x, y)\) belongs to the interior of one of the sets \( D_i \), then for any \( h \in \mathbb{R} \) and \( k \in \mathbb{R}^{\nu} \) we have

\[
(2.2) \quad U_{xx}(x, y)h^2 + 2U_{xy}(x, y)h \cdot k + \langle kU_{yy}(x, y), k \rangle \leq c(x, y)(|k|^2 - h^2).
\]

(iii) For any \( x \in [0, 1] \) and \( y \in \mathbb{R}^{\nu} \) we have

\[
(2.3) \quad U(x, y) \geq (|y| - \lambda)_+.
\]

**Proof:** (i) The property formulated in the second sentence is evident. The property from the first sentence is straightforward and reduces to the tedious verification that the function \( U \) and its partial derivatives match appropriately at the common boundaries of the sets \( D_i \). The details are left to the reader.

(ii) The inequality is obvious for \( D_0^c \), the interior of \( D_0 \): actually, we get equality here. It is also easy to see the validity of (2.2) in the interior of \( D_3 \). Indeed, on this set we have

\[
2U(x, y) = |y|^2 - x^2 + x - 2|y|(\lambda - 1/2) + (\lambda - 1/2)^2.
\]

If the term 2\(|y|(\lambda - 1/2)\) were absent, we would have equality in (2.2); since \( \lambda \geq 1/2 \), the function \((x, y) \mapsto 2|y|(\lambda - 1/2)\) is convex and hence the desired bound is preserved. Next, we turn to the case when \((x, y) \in D_3^c \). Then it can be computed that the left-hand side of (2.2) is equal
to $c(x, y) + I + II$, where

$$I = \exp(2|y| - 2x - 2\lambda + 1)(2x - 1)\left(\frac{y \cdot k}{|y|} - h\right)^2,$$

$$II = \exp(2|y| - 2x - 2\lambda + 1)(x/|y| - 1)\left(|k|^2 - \frac{(y \cdot k)^2}{|y|^2}\right).$$

By the definition of $D_1$, we have $x \leq 1/2$ and $x \leq |y|$, which implies that both $I$ and $II$ are nonpositive; thus (2.2) follows. Finally, to show the bound for $D_0^2$, we observe that $U(x, y) = U(1 - x, y)$, so the inequality follows at once from the calculations for $D_1^2$.

(iii) The conditions (i) and (ii) we have just proved yield the following property of $U$: if $k \in \mathbb{R}^\nu$ is an arbitrary vector of norm not exceeding 1, then for any $y \in \mathbb{R}^\nu$ the function $t \mapsto U(t, y + tk)$, $t \in [0, 1]$ is concave. Consider the analogous function for the right-hand side of (2.3), i.e., $t \mapsto (|y + tk| - \lambda)_+$, $t \in [0, 1]$. This function is convex, so it is enough to check the majorization for $x \in \{0, 1\}$. But $U(x, y) = U(1 - x, y)$ for all $x \in [0, 1]$, $y \in \mathbb{R}^\nu$, so all we need is the validity of (2.3) for $x = 0$. If $x = 0$ and $|y| \leq \lambda - 1/2$, then both sides of (2.3) are equal to 0. On the other hand, if $x = 0$ and $|y| > \lambda - 1/2$, we obtain an inequality which is equivalent to the trivial bound $(|y| - \lambda - 1/2)^2 \geq 0$. This completes the proof.

Proof of (2.1): The proof rests on an application of Itô’s formula to the function $U$ and the martingales $X, Y$. Since $U$ does not have the necessary smoothness, we need some additional regularization of this function. We split the argument into two parts, for the sake of the clarity.

Step 1. A mollified function: Consider a $C^\infty$ function $g: \mathbb{R} \times \mathbb{R}^\nu \to [0, \infty)$, supported on the unit ball and satisfying $\int_{\mathbb{R} \times \mathbb{R}^\nu} g = 1$. Given $\delta \in (0, 1/2)$, let $U^\delta: [\delta, 1 - \delta] \times \mathbb{R}^\nu \to \mathbb{R}$ be given by the convolution

$$U^\delta(x, y) = \int_{[-1,1] \times [-1,1]^\nu} U(x + \delta u, y + \delta v)g(u, v) \, du \, dv.$$

Of course, this function is of class $C^\infty$. Furthermore, in a sense, it inherits the property studied in Lemma 2.2(ii). Namely, using the first part of the lemma and integrating by parts we obtain, for $x \in [-\delta, 1 - \delta]$ and $y \in \mathbb{R}^\nu$, that

$$U^\delta_{xx}(x, y) = \int_{[-1,1] \times [-1,1]^\nu} U_{xx}(x + \delta u, y + \delta v)g(u, v) \, du \, dv,$$
with similar identities for $U_{xy}^\delta$ and $U_{yy}^\delta$. Consequently, $U^\delta$ satisfies the inequality (2.2) for $x \in [-\delta, 1 - \delta]$ and $y \in \mathbb{R}^\nu$, with

$$c^\delta(x, y) = \int_{[-1,1] \times [-1,1]} c(x + \delta u, y + \delta v) g(u, v) \, du \, dv.$$  

This has the following further consequence: for any $y \in \mathbb{R}^\nu$ and any vector $k \in \mathbb{R}^\nu$ of norm not exceeding one,

(2.4) the function $t \mapsto U^\delta(t, y + tk)$, $t \in [\delta, 1 - \delta]$, is concave.

Step 2. An application of Itô’s formula: Fix $\delta \in (0, 1/2)$. Take martingales $X$, $Y$ as in the statement of the theorem. Let us modify slightly these processes so that the pair takes values in the set $\{(x, y) : \delta \leq x \leq 1 - \delta, |y| \geq \delta\}$ (then we will be able to compose the martingales with the function $U^\delta$). To accomplish this, put $\tilde{X} = (\delta + (1 - 2\delta)X_t)_{t \geq 0}$ and $\tilde{Y} = ((1 - 2\delta)Y_t)_{t \geq 0}$; clearly, the martingale $\tilde{Y}$ is differentially subordinate to $\tilde{X}$.

Let us recall several well-known fact from stochastic analysis. First, there exist a unique continuous local martingale parts $\tilde{X}^c$ of $\tilde{X}$ and $\tilde{Y}^c$ or $\tilde{Y}$ satisfying

$$[\tilde{X}, \tilde{X}]_t = |\tilde{X}_0|^2 + [\tilde{X}^c, \tilde{X}^c]_t + \sum_{0 < s \leq t} |\Delta \tilde{X}_s|^2$$

for all $t \geq 0$, and similarly for $\tilde{Y}$. Here $\Delta \tilde{X}_s = \tilde{X}_s - \tilde{X}_{s-}$ denotes the jump of $\tilde{X}$ at time $s$. Furthermore, we have $[\tilde{X}^c, \tilde{X}^c] = [\tilde{X}, \tilde{X}]^c$, the pathwise continuous part of $[\tilde{X}, \tilde{X}]$. Here is Lemma 1 from [31].

**Lemma 2.3.** If $X$ and $Y$ are semimartingales, then $Y$ is differentially subordinate to $X$ if and only if $Y^c$ is differentially subordinate to $X^c$, the inequality $|\Delta Y_t| \leq |\Delta X_t|$ holds for all $t > 0$ and $|Y_0| \leq |X_0|$.

We come back to the proof of (2.1). An application of Itô’s formula yields

(2.5) $U^\delta(\tilde{X}_t, \tilde{Y}_t) = U^\delta(\tilde{X}_0, \tilde{Y}_0) + I_1 + I_2/2 + I_3,$

where
where

\[ I_1 = \int_{0^+}^t U_x^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \, d\tilde{X}_s + \int_{0^+}^t U_y^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \, d\tilde{Y}_s, \]

\[ I_2 = \int_{0^+}^t U_{xx}^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \, d[\tilde{X}, \tilde{X}]_s^c \]

\[ + 2 \int_{0^+}^t U_{xy}^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \, d[\tilde{X}, \tilde{Y}]_s^c + \int_{0^+}^t U_{yy}^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \, d[\tilde{Y}, \tilde{Y}]_s^c, \]

\[ I_3 = \sum_{0 < s \leq t} \left[ U^\delta(\tilde{X}_s, \tilde{Y}_s) - U^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \right. \]

\[ \left. - U_{x}^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \Delta \tilde{X}_s - U_{y}^\delta(\tilde{X}_{s-}, \tilde{Y}_{s-}) \Delta \tilde{Y}_s \right]. \]

Let us analyze the terms \( I_1 \) through \( I_3 \) separately. Both summands in \( I_1 \) have mean zero, by the property of stochastic integrals. The term \( I_2 \) is nonpositive: let \( 0 \leq s_0 < s_1 \leq t \). For any \( j \geq 0 \), let \( (\eta_i^j)_{1 \leq i \leq i_j} \) be a sequence of nondecreasing finite stopping times with \( \eta_0^j = s_0, \eta_{i_j}^j = s_1 \) such that \( \lim_{j \to \infty} \max_{1 \leq i \leq i_j - 1} |\eta_{i+1}^j - \eta_i^j| = 0 \). Keeping \( j \) fixed, we apply, for each \( i = 0, 1, 2, \ldots, i_j \), the inequality (2.2) (or rather its version for \( U^\delta \)) to \( x = \tilde{X}_{s_0-}, y = \tilde{Y}_{s_0-} \), and \( h = h_i^{\eta_i} = \tilde{X}_{\eta_i} - \tilde{X}_{\eta_i}, k = k_i^{\eta_i} = \tilde{Y}_{\eta_i} - \tilde{Y}_{\eta_i} \). Summing the obtained \( i_j + 1 \) inequalities and letting \( j \to \infty \) yields

\[ U_{xx}^\delta(\tilde{X}_{s_0-}, \tilde{Y}_{s_0-})[X, X]^{s_1}_{s_0} + 2 \sum_{m=1}^{\nu} U_{xy}^\delta(\tilde{X}_{s_0-}, \tilde{Y}_{s_0-})[X, Y^{m}]^{s_1}_{s_0} \]

\[ + \sum_{m=1}^{\nu} \sum_{n=1}^{\nu} U_{ym}^\delta(\tilde{X}_{s_0-}, \tilde{Y}_{s_0-})[Y^{m}, Y^{n}]^{s_1}_{s_0} \]

\[ \leq c^\delta(\tilde{X}_{s_0-}, \tilde{Y}_{s_0-}) \left( [Y, Y]^{s_1}_{s_0} - [X, Y]^{s_1}_{s_0} \right), \]

where we have used the notation \([S, T]^{s_1}_{s_0} = [S, T]_{s_1} - [S, T]_{s_0} \). By the differential subordination of \( \tilde{Y} \) to \( \tilde{X} \) and the condition \( c^\delta \geq 0 \), the left-hand side above is nonpositive; hence, approximating \( I_2 \) by discrete sums, we obtain \( I_2 \leq 0 \). Finally, each summand appearing in \( I_3 \) is nonpositive: this follows immediately from (2.4) and the inequality \( |\Delta \tilde{Y}_s| \leq |\Delta \tilde{X}_s| \), guaranteed by Lemma 2.3. Taking expectation of both sides of (2.5) and using the above properties of \( I_1, I_2, \) and \( I_3 \), we get the estimate \( \mathbb{E}U^\delta(\tilde{X}_t, \tilde{Y}_t) \leq \mathbb{E}U^\delta(\tilde{X}_0, \tilde{Y}_0) \). Now we
let $\delta \to 0$: then $U^\delta(X_t, Y_t) \to U^\delta(X_t, Y_t)$ almost surely. By the differential subordination we have $|Y_0| \leq \tilde{X}_0 \leq 1$, so $\mathbb{E}U^\delta(\tilde{X}_0, Y_0) \to \mathbb{E}U(X_0, Y_0)$, in view of Lebesgue’s dominated convergence theorem. Furthermore, since $U$ is bounded from below, so is $U^\delta$ and thus Fatou’s lemma yields the estimate $\mathbb{E}U(X_t, Y_t) \leq \mathbb{E}U(X_0, Y_0)$. But, by (2.3), we have $U(X_t, Y_t) \geq (|Y_t| - \lambda)_+$; furthermore, directly from the formula for $U$ and the bound $|Y_0| \leq X_0$ from Lemma 2.3, we see that $U(X_0, Y_0) \leq \frac{e^{1-2\lambda}}{2}X_0$. This yields the desired inequality. \hfill \Box

**Sharpness of (2.1):** To prove the optimality of the constant $e^{1-2\lambda}/2$, we will construct appropriate discrete-time martingales $f = (f_n)_{n \geq 0}$, $g = (g_n)_{n \geq 0}$ such that $g$ is differentially subordinate to $f$. When $\lambda = 1/2$, the martingales $f$, $g$ are very simple: put $f_0 = \kappa \in (0, 1/2)$, let $f_1$ be a mean-$\kappa$ random variable taking values 0 and 1, set $f_1 = f_2 = f_3 = \cdots$ and $g = f$. Then both sides of (2.1) are equal:

$$\mathbb{E}(|g_1| - \lambda)_+ = \frac{1}{2} \mathbb{P}(g_1 = 1) = \frac{\kappa}{2} = \frac{e^{1-2\lambda}}{2}||f||_1.$$

Suppose now that $\lambda > 1/2$, let $N$ be a large positive integer and introduce the parameter $\delta = (\lambda - 1/2)/(2N)$. For a fixed $\kappa \in (0, 1/2)$, consider a sequence $(\xi_n)_{n=0}^{2N+2}$ of independent random variables with the following distributions: we have $\xi_0 = \kappa$ with probability 1; $\mathbb{P}(\xi_1 = 1/2 - \kappa) = 1 - \mathbb{P}(\xi_1 = -\kappa) = 2\kappa$; for $n = 1, 2, \ldots, N$, we have

$$\mathbb{P}(\xi_{2n} = -\delta) = 1 - \mathbb{P}(\xi_{2n} = 1/2) = (1 + 2\delta)^{-1}$$

and

$$\mathbb{P}(\xi_{2n+1} = \delta) = 1 - \mathbb{P}(\xi_{2n+1} = -1/2) = 1 - 2\delta;$$

finally, $\mathbb{P}(\xi_{2N+2} = -1/2) = \mathbb{P}(\xi_{2N+2} = 1/2)$. We easily see that for $n \geq 1$ the variables $\xi_n$ have mean zero, so the process $(\xi_0 + \xi_1 + \cdots + \xi_n)_{n=0}^{2N+2}$ is a martingale (with respect to its natural filtration). Introduce the stopping time $\tau = \inf\{n : \xi_0 + \xi_1 + \cdots + \xi_n \in \{0, 1\}\}$; it is easy to see that $\tau$ is finite almost surely. Then, by Doob’s optional sampling theorem, the processes $f_n = \xi_0 + \xi_1 + \xi_2 + \cdots + \xi_{\tau \wedge n}$, $g_n = \xi_0 + \xi_1 - \xi_2 + \xi_3 - \xi_4 + \cdots + (-1)^{n+1}\xi_{\tau \wedge n}$, where $0 \leq n \leq 2N+2$, are also martingales (note that the first term in $g_n$ is $\xi_0$, not $-\xi_0$). To gain some intuition about $(f, g)$, let us look at its evolution. The pair starts from the point $(\kappa, \kappa)$; then it moves to $(0, 0)$ or to $(1/2, 1/2)$. If it went to $(0, 0)$, it stays there forever; if it jumped to $(1/2, 1/2)$, it moves to $(1, 0)$ (and stops), or to $(1/2 - \delta, 1/2 + \delta)$. If the latter possibility occurs, then it moves to $(0, 2\delta)$ (and stays there forever) or to $(1/2, 1/2 + 2\delta)$. The pattern of the movement is then
repeated; after $2N + 1$ steps we have two possibilities: either $f$ entered the set $\{0, 1\}$ (and then $g$ belongs to the interval $[0, \lambda - 1/2]$) or we have $(f_{2N+1}, g_{2N+1}) = (1/2, \lambda)$. If the second possibility takes place, the final move of $(f, g)$ is to jump to $(0, \lambda + 1/2)$ or to $(1, \lambda - 1/2)$.

Clearly, the martingale $g$ is differentially subordinate to $f$: indeed, we have $|dg_n| = |df_n|$ for $0 \leq n \leq 2N + 2$. Next, we have $\|f\|_1 = \mathbb{E}f_0 = \kappa$ and

$$
\mathbb{E}(|g_{2N+2}| - \lambda)_+ = \mathbb{P}(g_{2N+2} = \lambda + 1/2)/2 = \mathbb{P}(A)/2,
$$

where $A = \{\xi_1 = 1/2 - \kappa, \xi_2 = -\delta, \xi_3 = \delta, \xi_4 = -\delta, \xi_5 = \delta, \ldots, \xi_{2N} = -\delta, \xi_{2N+1} = \delta, \xi_{2N+2} = -1/2\}$. Since $\xi_1, \xi_2, \ldots, \xi_{2N+2}$ are independent, we obtain

$$
(2.6) \quad \mathbb{E}(|g_{2N+2}| - \lambda)_+ = \frac{\kappa}{2} \left( \frac{1 - 2\delta}{1 + 2\delta} \right)^N.
$$

Now if we let $N \to \infty$ and recall that $\delta = (\lambda - 1/2)/(2N)$, we see that

$$
\frac{\mathbb{E}(|g_{2N+2}| - \lambda)_+}{\|f\|_1} \to e^{1 - 2\lambda}/2,
$$

and the sharpness follows. \hfill \Box

The final result of this section is a corollary which contains, in a sense, a probabilistic version of the inequality (1.3).

**Corollary 2.4.** Suppose that $X, Y$ are as in Theorem 2.1. Then for any $E \in \mathcal{F}$, $t \geq 0$, and $\lambda \geq 1/2$ we have

$$
(2.7) \quad \mathbb{E}|Y_t|1_E \leq \frac{e^{1 - 2\lambda}}{2} \mathbb{E}X_0 + \lambda \mathbb{P}(E).
$$

**Proof:** We have $E = E^+ \cup E^-$, where $E^+ = E \cap \{|Y_t| \geq \lambda\}$ and $E^- = E \cap \{|Y_t| < \lambda\}$. Observe that by (2.1),

$$
\mathbb{E}(|Y_t| - \lambda)1_{E^+} \leq \mathbb{E}(|Y_t| - \lambda)_+ \leq \frac{e^{1 - 2\lambda}}{2} \mathbb{E}X_0
$$

and, obviously, $\mathbb{E}(|Y_t| - \lambda)1_{E^-} \leq 0$. Adding the two inequalities above yields the claim. \hfill \Box

**3. Proof of (1.3)**

We start by recalling the martingale representation of the multipliers from the class (1.1). This is described in full detail in [3] and [4], so we shall be brief. Let $m$ be the multiplier as in (1.1), with the corresponding parameters $\phi, \psi, \mu,$ and $\nu$. Assume in addition that $\nu(\mathbb{R}^d)$ is finite and nonzero. Then for any $s < 0$ there is a Lévy process $(X_{s,t})_{t \in [s,0]}$ with
\(X_{s,s} \equiv 0\), for which Lemmas 3.1 and 3.2 below hold true. To state these, we need some notation. For a given \(f \in L^\infty(\mathbb{R}^d)\), define the corresponding parabolic extension \(U_f\) to \((-\infty, 0] \times \mathbb{R}^d\) by

\[
U_f(s,x) = E f(x + X_{s,0}).
\]

Next, fix \(x \in \mathbb{R}^d\), \(s < 0\) and let \(f, \phi \in L^\infty(\mathbb{R}^d)\). We introduce the processes \(F = (F_t^{x,s,f})_{s \leq t \leq 0}\) and \(G = (G_t^{x,s,f,\phi})_{s \leq t \leq 0}\) by

\[
F_t = U_f(t, x + X_{s,t}),
\]

\[
G_t = \sum_{s < u \leq t} [(F_u - F_{u-}) \cdot \phi(X_{s,u} - X_{s,u-})]
\]

\[
- \int_s^t \int_{\mathbb{R}^d} \left[ U_f(v, x + X_{s,v-} + z) - U_f(v, x + X_{s,v-}) \right] \phi(z) \nu(dz) dv.
\]

Now, fix \(s < 0\) and define the operator \(S = S^{s,\phi,\nu}\) by the bilinear form

\[
\int_{\mathbb{R}^d} S f(x) g(x) dx = \int_{\mathbb{R}^d} E \left[ G_0^{x,s,f,\phi} g(x + X_{s,0}) \right] dx,
\]

where \(f, g \in C_0^\infty(\mathbb{R}^d)\). We have the following facts, proved in [3] and [4].

**Lemma 3.1.** For any fixed \(x, s, f, \phi\) as above, the processes \(F_t^{x,s,f}\), \(G_t^{x,s,f,\phi}\) are martingales with respect to \((\mathcal{F}_t)_{s \leq t \leq 0} = (\sigma(X_{s,t} : s \leq t))_{s \leq t \leq 0}\). Furthermore, if \(||\phi||_\infty \leq 1\), then \(G^{x,s,f,\phi}\) is differentially subordinate to \(F_t^{x,s,f}\).

Let us stress here that \(\phi\), and hence also \(G\), are complex valued. The aforementioned representation of Fourier multipliers in terms of Lévy processes is as follows.

**Lemma 3.2.** Let \(1 < p < \infty\) and \(d \geq 2\). The operator \(S^{s,\phi,\nu}\) is well defined and extends to a bounded operator on \(L^p(\mathbb{R}^d)\), which can be expressed as a Fourier multiplier with the symbol

\[
M(\xi) = M_{s,\phi,\nu}(\xi)
\]

\[
= \left[ 1 - \exp \left( 2s \int_{\mathbb{R}^d} (1 - \cos \langle \xi, z \rangle) \nu(dz) \right) \right] \frac{\int_{\mathbb{R}^d} (1 - \cos \langle \xi, z \rangle) \phi(z) \nu(dz)}{\int_{\mathbb{R}^d} (1 - \cos \langle \xi, z \rangle) \nu(dz)}
\]

if \(\int_{\mathbb{R}^d} (1 - \cos \langle \xi, z \rangle) \nu(dz) \neq 0\), and \(M(\xi) = 0\) otherwise.
We are ready to establish the inequality (1.3). We may and do assume that at least one of the measures \( \mu, \nu \) is nonzero. It is convenient to split the reasoning into two parts.

**Step 1:** First we show the estimate for the multipliers of the form

\[
M_{\phi, \nu}(\xi) = \frac{\int_{\mathbb{R}^d} (1 - \cos(\xi, z)) \phi(z) \nu(dz)}{\int_{\mathbb{R}^d} (1 - \cos(\xi, z)) \nu(dz)}.
\]

Assume that \( 0 < \nu(\mathbb{R}^d) < \infty \), so that the above machinery using Lévy processes is applicable. Fix \( s < 0 \) and functions \( f, g \in C^\infty_0(\mathbb{R}^d) \) such that \( f \) takes values in \([0, 1]\), while \( g \) takes values in the unit ball of \( C \) and is supported on a certain set \( E \) of finite Lebesgue measure. Of course, then the martingale \( F^{x, s, f} \) takes values in \([0, 1]\). By Fubini’s theorem and (2.7), we have, for any \( \lambda \geq 1/2 \),

\[
\left| \int_{\mathbb{R}^d} \mathbb{E}\left[G_0^{x, s, f, \phi} g(x + X_{s,0})\right] \right| \leq \int_{\mathbb{R}^d} \mathbb{E}|G_0^{x, s, f, \phi}| 1_{\{x + X_{s,0} \in E\}} \, dx \\
\leq \frac{e^{1-2\lambda}}{2} \int_{\mathbb{R}^d} \mathbb{E}|F_0^{x, s, f}| \, dx \\
+ \lambda \int_{\mathbb{R}^d} \mathbb{P}(x + X_{s,0} \in E) \, dx \\
= \frac{e^{1-2\lambda}}{2} \|f\|_{L^1(\mathbb{R}^d)} + \lambda|E|.
\]

Plugging this into the definition of \( S \) and taking the supremum over all \( g \) as above, we obtain

\[
\int_E |S^{s, \phi, \nu} f(x)| \, dx \leq \frac{e^{1-2\lambda}}{2} \|f\|_{L^1(\mathbb{R}^d)} + \lambda|E|.
\]

Now if we let \( s \to -\infty \), then \( M_{s, \phi, \nu} \) converges pointwise to the multiplier \( M_{\phi, \nu} \) given by (3.3). By Plancherel’s theorem, \( S^{s, \phi, \nu} f \to T_{M_{\phi, \nu}} f \) in \( L^2(\mathbb{R}^d) \) and hence there is a sequence \((s_n)_{n=1}^\infty\) converging to \( -\infty \) such that \( \lim_{n \to \infty} S^{s_n, \phi, \nu} f \to T_{M_{\phi, \nu}} f \) almost everywhere. Thus Fatou’s lemma combined with (3.4) yields the bound

\[
\int_E |T_{M_{\phi, \nu}} f(x)| \, dx \leq \frac{e^{1-2\lambda}}{2} \|f\|_{L^1(\mathbb{R}^d)} + \lambda|E|.
\]

Now, assume that \( |E| \leq \|f\|_{L^1(\mathbb{R}^d)} \) and minimize the right-hand side over \( \lambda \). A straightforward analysis of the derivative shows that the minimum is attained for \( \lambda = \left[ 1 + \log(\|f\|_{L^1(\mathbb{R}^d)}/|E|) \right]/2 \), and we obtain the
estimate
\[
\int_E |T_{M_{\phi,\nu}}f(x)| \, dx \leq \left( 1 + \frac{1}{2} \log \frac{||f||_{L^1(\mathbb{R}^d)}}{|E|} \right) |E|
\]
\[
= \left( |E|^{1/p} + \frac{|E|^{1/p}}{2} \log \frac{||f||_{L^1(\mathbb{R}^d)}}{|E|} \right) |E|^{1/q}.
\]
But the expression in the above parentheses does not exceed
\[
\frac{p}{2} e^{(2-p)/p} ||f||_{L^1(\mathbb{R}^d)}^{1/p},
\]
which again can be verified by the straightforward manipulations with the derivative. Consequently, we have proved that
\[(3.5) \quad \int_E |T_{M_{\phi,\nu}}f(x)| \, dx \leq \frac{p}{2} e^{(2-p)/p} ||f||_{L^1(\mathbb{R}^d)}^{1/p} |E|^{1/q}.\]

On the other hand, if the measure of \(E\) is larger than \(||f||_{L^1(\mathbb{R}^d)}\), then we apply Schwarz inequality and the \(L^2\) bound for \(T_{M_{\phi,\nu}}\) to get
\[
\int_E |T_{M_{\phi,\nu}}f(x)| \, dx = \int_{\mathbb{R}^d} |T_{M_{\phi,\nu}}f(x)| \, \chi_E(x) \, dx
\]
\[
\leq \left( \int_{\mathbb{R}^d} |T_{M_{\phi,\nu}}f(x)|^2 \, dx \right)^{1/2} |E|^{1/2}
\]
\[
\leq ||f||_{L^2(\mathbb{R}^d)} |E|^{1/2} \leq ||f||_{L^1(\mathbb{R}^d)} |E|^{1/2}.
\]
But this is not larger than \(\frac{p}{2} e^{(2-p)/p} ||f||_{L^1(\mathbb{R}^d)}^{1/p} \, |E|^{1/q}\), i.e., (3.5) holds true; to prove this bound, rewrite it in the form
\[
||f||_{L^1(\mathbb{R}^d)}^{1/2-1/p} \leq \frac{p}{2} e^{(2-p)/p} |E|^{1/q-1/2}
\]
and note that \(||f||_{L^1(\mathbb{R}^d)}^{1/2-1/p} \leq |E|^{1/2-1/p} = |E|^{1/q-1/2}\) and \(\frac{p}{2} e^{(2-p)/p} \geq \frac{p}{2} \cdot \frac{2}{p} = 1.\)

Finally, using some standard approximation arguments, we see that (3.5) can be applied to \(f = \chi_A\) (where \(A\) is a measurable subset of \(\mathbb{R}^d\), satisfying \(|A| < \infty\)), and we obtain
\[(3.6) \quad ||T_{M_{\phi,\nu}}\chi_A||_{L^p(\mathbb{R}^d)} \leq \frac{p}{2} e^{(2-p)/p} ||\chi_A||_{L^p(\mathbb{R}^d)}.\]

Step 2: Now we deduce the result for the general multipliers as in (1.1) and drop the assumption \(0 < \nu(\mathbb{R}^d) < \infty\). For a given \(\varepsilon > 0\), define a Lévy measure \(\nu_\varepsilon\) in polar coordinates \((r, \theta) \in (0, \infty) \times S\) by
\[
\nu_\varepsilon(dr \, d\theta) = \varepsilon^{-2} \delta_\varepsilon(dr) \mu(d\theta).
\]
Fourier Multipliers

Here $\delta_\varepsilon$ denotes Dirac measure on $\{\varepsilon\}$. Next, consider a multiplier $M_{\varepsilon, \phi, \psi, \mu, \nu}$ as in (3.3), in which the Lévy measure is $\nu + \nu_\varepsilon$ and the jump modulator is given by $1_{\{|x|>\varepsilon\}} \phi(x) + 1_{\{|x|=\varepsilon\}} \psi(|x|/|x|)$. Note that this Lévy measure is finite and nonzero, at least for sufficiently small $\varepsilon$.

If we let $\varepsilon \to 0$, we see that

$$\int_{\mathbb{R}^d} \left[1 - \cos \langle \xi, x \rangle \right] \psi(x/|x|) \nu_\varepsilon(\text{d}x) = \int_{\mathbb{S}} \langle \xi, \theta \rangle^2 \phi(\theta) \frac{1 - \cos \langle \xi, \varepsilon \theta \rangle}{\langle \xi, \varepsilon \theta \rangle^2} \mu(\text{d}\theta) \to \frac{1}{2} \int_{\mathbb{S}} \langle \xi, \theta \rangle^2 \phi(\theta) \mu(\text{d}\theta)$$

and, consequently, $M_{\varepsilon, \phi, \psi, \mu, \nu} \to m_{\phi, \psi, \mu, \nu}$ pointwise. Thus (3.6) yields (1.3). Indeed, using Plancherel's theorem as above, we see that there is a sequence $(\varepsilon_n)_{n \geq 1}$ converging to 0 such that $T_{M_{\varepsilon_n, \phi, \psi, \mu, \nu}} \chi_A \to T_{m_{\phi, \psi, \mu, \nu}} \chi_A$ almost everywhere. It suffices to apply Fatou's lemma.

This completes the proof of the desired bound.

In the remainder of this section we will show how to extend (1.3) to the vector-valued setting. For any bounded function $m = (m_1, m_2, \ldots, m_n) : \mathbb{R}^d \to \mathbb{C}^n$, we may define the associated Fourier multiplier acting on complex valued functions on $\mathbb{R}^d$ by the formula $T_m f = (T_{m_1} f, T_{m_2} f, \ldots, T_{m_n} f)$. The above reasoning can be easily modified to yield the following statement.

**Theorem 3.3.** Let $\nu$, $\mu$ be two measures on $\mathbb{R}^d$ and $\mathbb{S}$, respectively, satisfying the assumptions of Theorem 1.2. Assume further that $\phi, \psi$ are two Borel functions on $\mathbb{R}^d$ taking values in the unit ball of $\mathbb{C}^n$ and let $m : \mathbb{R}^d \to \mathbb{C}^n$ be the associated symbol given by (1.1). Then for any $A \subset \mathbb{R}^d$ of finite Lebesgue measure and any $p \geq 2$ we have

\begin{equation}
||T_m \chi_A||_{L^p, \infty(\mathbb{R}^d; \mathbb{C}^n)} \leq \frac{p}{2} e^{(2-p)/p} ||\chi_A||_{L^p(\mathbb{R}^d)}
\end{equation}

and the inequality is sharp.

**Proof:** Suppose first that $\nu$ is finite. For a given $C^\infty$ function $f : \mathbb{R}^d \to [0, 1]$, we introduce martingales $F$ and $G = (G^1, G^2, \ldots, G^n)$ by the formula (3.1). It is easy to check that $G$ is differentially subordinate to $F$, arguing as in [3] or [4]. Note that $F$ is $[0, 1]$-valued, while $G$ takes values in $\mathbb{C}^n \simeq \mathbb{R}^{2n}$. Applying the representation (3.2) to each coordinate of $G$ separately, we obtain the associated multiplier $S = (S^1, S^2, \ldots, S^n)$, where $S^j$ has symbol $M_{s, \phi_j, \nu_j}$ as in Lemma 3.2. Now we repeat the reasoning leading to (3.4), with a vector valued function $g : \mathbb{R}^d \to \mathbb{C}^n$ (the expression $G_0^{x,s,f,\phi} g(x + X_{s,0})$ should be replaced with the corresponding
scalar product). An application of (2.1), or rather (2.7), gives
\[ \int_E |Sf(x)| \, dx \leq \frac{e^{1-2\lambda}}{2} \|f\|_{L^1(\mathbb{R}^d)} + \lambda|E|, \]
and letting \( s \to -\infty \) yields the corresponding bound for \( T = (T^1, T^2, \ldots, T^n) \), where \( T^j \) has symbol \( M_{\phi_j, \nu_j} \) as in (3.3). By standard approximation, we may replace \( f \) with \( \chi_A \), and it suffices to apply the optimization procedure over \( \lambda \) and \( |E| \) to get the claim for these special multipliers. The passage to general \( m \) as in (1.1) is carried over in the same manner as in the scalar case.

4. Sharpness of (1.3)

We turn to the final part of the paper in which we will show that the constant \( \frac{p}{2} e^{(2-p)/p} \) in (1.3) is the best possible. Specifically, we will prove that for any \( d \geq 2 \), the inequality
\[
||(R_1^2 - R_2^2)\chi_A||_{L^p, \infty(\mathbb{R}^d)} \leq \frac{p}{2} e^{(2-p)/p} ||\chi_A||_{L^p(\mathbb{R}^d)}
\]
is sharp. The proof will be a combination of various analytic and probabilistic facts, and it is convenient to split this section into a several separate parts.

4.1. Beurling–Ahlfors operator and its action on the indicator function of a ball. Recall that Beurling–Ahlfors operator can be defined as the Fourier multiplier with the symbol \( m(\xi) = (\xi/|\xi|)^2 \), \( \xi \in \mathbb{C} \setminus \{0\} \) (with the standard identification \( \mathbb{C} \simeq \mathbb{R}^2 \)). Alternatively, \( B \) can be expressed as the singular integral
\[
Bf(z) = -\text{p.v.} \frac{1}{\pi} \int_{\mathbb{C}} \frac{f(w)}{(z-w)^2} \, dw, \quad z \in \mathbb{C},
\]
where the integration is with respect to the Lebesgue’s measure on the complex plane. This operator plays a fundamental role in the study of quasiconformal mappings, partial differential equations and complex analysis. Its importance lies in the fact that it changes the complex derivative \( \overline{\partial} \) into \( \partial \). Formally, we have
\[
B(\overline{\partial}w) = \partial w
\]
for every \( w \) in the Sobolev space \( W^{1,2}(\mathbb{C}, \mathbb{C}) \).

The operator \( B \) can be expressed in terms of second-order planar Riesz transforms. To see this, rewrite its symbol in the form
\[
m(\xi) = \frac{\xi^2}{|\xi|^2} = \frac{\xi_1^2 - \xi_2^2}{\xi_1^2 + \xi_2^2} + i \frac{2\xi_1 \xi_2}{\xi_1^2 + \xi_2^2}.
\]
and observe that $m_{\text{Re}}(\xi) = (\xi_1^2 - \xi_2^2) / (\xi_1^2 + \xi_2^2)$ is the symbol of $R_2^2 - R_1^2$ and $m_{\text{Im}}(\xi) = 2\xi_1\xi_2 / (\xi_1^2 + \xi_2^2)$ is the symbol of $-2R_1R_2$. An important link with the results of this paper states that these multipliers have symbols belonging to the class (1.1). For instance, the choice $d = 2$, $\mu = \delta(1,0) + \delta(0,1)$, $\psi(1,0) = -1 = -\psi(0,1)$, and $\nu = 0$ gives $T_m = \text{Re} B$; likewise, $d = 2$, $\mu = \delta(1/\sqrt{2},1/\sqrt{2}) + \delta(1/\sqrt{2},-1/\sqrt{2})$, $\psi(1/\sqrt{2},1/\sqrt{2}) = 1 = -\psi(1/\sqrt{2},-1/\sqrt{2})$, and $\nu = 0$ leads to $T_m = \text{Im} B$. Furthermore, note that there is a rotation $r$ such that $m_{\text{Re}} \circ r = m_{\text{Im}}$; consequently, the restricted constants of $\text{Re} B$ and $\text{Im} B$ are the same. Therefore, having proved (4.1) for $d = 2$, we automatically get that $\frac{p}{2}e^{(2-p)/p}$ is the restricted weak constant for both these operators.

We conclude this subsection by recalling a well known fact concerning the action of the operator $B$ on indicator function of balls. Throughout this section, $B \subset \mathbb{C}$ denotes the ball of center 0 and radius 1. Then we have

\begin{equation}
B \chi_B(z) = -\frac{1}{z^2} \chi_{C \setminus B}(z).
\end{equation}

This follows at once from (4.2), by applying it to the function $w(z) = \overline{z} \chi_B + z^{-1} \chi_{C \setminus B}$. It will important to us later that in particular, $(R_2^2 - R_1^2) \chi_B$ vanishes on $B$.

### 4.2. Laminates: necessary definitions.

Assume that $\mathbb{R}^{m \times n}$ denotes the space of all real matrices of dimension $m \times n$ and let $\mathbb{R}_{\text{sym}}^{n \times n}$ be the subclass of $\mathbb{R}^{n \times n}$ which consists of all real symmetric $n \times n$ matrices.

**Definition 4.1.** A function $f : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ is said to be rank-one convex, if $t \mapsto f(A + tB)$ is convex for all $A, B \in \mathbb{R}^{m \times n}$ with rank $B = 1$.

Let $\mathcal{P} = \mathcal{P}(\mathbb{R}^{m \times n})$ stand for the class of all compactly supported probability measures on $\mathbb{R}^{m \times n}$. For $\nu \in \mathcal{P}$, we denote by $\overline{\nu} = \int_{\mathbb{R}^{m \times n}} X \, d\nu(X)$ the center of mass or barycenter of $\nu$.

**Definition 4.2.** We say that a measure $\nu \in \mathcal{P}$ is a laminate (and write $\nu \in \mathcal{L}$), if

\[ f(\overline{\nu}) \leq \int_{\mathbb{R}^{m \times n}} f \, d\nu \]

for all rank-one convex functions $f$. The set of laminates with barycenter 0 is denoted by $\mathcal{L}_0(\mathbb{R}^{m \times n})$.

Laminates can be used to obtain lower bounds for solutions of certain PDEs, as was first noticed by D. Faraco in [16]. Furthermore, laminates arise naturally in several applications of convex integration, where can be used to produce interesting counterexamples, see e.g. [2], [13], [23],...
We will be particularly interested in the case of $2 \times 2$ symmetric matrices. The important fact is that laminates can be regarded as probability measures that record the distribution of the gradients of smooth maps, see Corollary 4.6 below. Let us briefly explain this; detailed proofs of the statements below can be found for example in [22], [24], and [29].

**Definition 4.3.** Let $U \subset \mathbb{R}^{2 \times 2}$ be a given set. Then $PL(U)$ denotes the class of prelaminates in $U$, i.e., the smallest class of probability measures on $U$ which

(i) contains all measures of the form $\lambda \delta_A + (1 - \lambda) \delta_B$ with $\lambda \in [0, 1]$ and satisfying $\text{rank}(A - B) = 1$;

(ii) is closed under splitting in the following sense: if $\lambda \delta_A + (1 - \lambda) \nu$ belongs to $PL(U)$ for some $\nu \in \mathcal{P}(\mathbb{R}^{2 \times 2})$ and $\mu$ also belongs to $PL(U)$ with $\mu = A$, then also $\lambda \mu + (1 - \lambda) \nu$ belongs to $PL(U)$.

It follows immediately from the definition that the class $PL(U)$ contains atomic measures only. Also, by a successive application of Jensen’s inequality, we have the inclusion $PL \subset L$.

**Lemma 4.4.** Let $\nu = \sum_{i=1}^{N} \lambda_i \delta_{A_i} \in \mathcal{P}(\mathbb{R}^{2 \times 2}_{\text{sym}})$ with $\nu = 0$. Moreover, let $0 < r < \frac{1}{2} \min |A_i - A_j|$ and $\delta > 0$. For any bounded domain $\Omega \subset \mathbb{R}^2$ there exists $u \in W^{2,\infty}_0(\Omega)$ such that $\|u\|_{C^1} < \delta$ and for all $i = 1, \ldots, N$

$$\{|x \in \Omega : |D^2 u(x) - A_i| < r\} = \lambda_i |\Omega|.$$  

**Lemma 4.5.** Let $K \subset \mathbb{R}^{2 \times 2}_{\text{sym}}$ be a compact convex set and $\nu \in \mathcal{L}(\mathbb{R}^{2 \times 2}_{\text{sym}})$ with $\text{supp} \nu \subset K$. For any relatively open set $U \subset \mathbb{R}^{2 \times 2}_{\text{sym}}$ with $K \subset U$ there exists a sequence $\nu_j \in \mathcal{P}(\mathcal{L}(U))$ of prelaminates with $\nu_j = \nu$ and $\nu_j \rightharpoonup \nu$.

Combining these two lemmas and using a simple mollification, we obtain the following statement, proved by Boros, Székelyhidi, Jr., and Volberg [10]. It exhibits the connection between laminates supported on symmetric matrices and second derivatives of functions, and will play a crucial role in our argumentation below.

**Corollary 4.6.** Let $\nu \in \mathcal{L}_0(\mathbb{R}^{2 \times 2}_{\text{sym}})$. Then there exists a sequence $u_j \in C_0^\infty(\mathcal{B})$ with uniformly bounded second derivatives, such that

$$\frac{1}{|B|} \int_B \phi(D^2 u_j(x)) \, dx \to \int_{\mathbb{R}^{2 \times 2}_{\text{sym}}} \phi \, d\nu$$  

for all continuous $\phi: \mathbb{R}^{2 \times 2} \to \mathbb{R}$. 

Let us stress here that the corollary works for laminates of barycenter 0. This will give rise to some small technical difficulties, as “natural” laminates do not have this property; see below.

4.3. Biconvex functions and a special laminate. In the next step in our analysis, we introduce a certain special laminate. To do this, we need some additional notation. A function $\zeta: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is said to be biconvex if for any fixed $z \in \mathbb{R}$, the functions $x \mapsto \zeta(x, z)$ and $y \mapsto \zeta(z, y)$ are convex. Now, for $\lambda \geq 1/2$, let $f, g$ be martingales of Section 2, which exhibit the sharpness of (2.1) (if $\lambda$ is strictly larger than $1/2$, then there is a whole family of examples, corresponding to different choices of $\kappa$ and $N$ – these two parameters will be specified later). Consider the $\mathbb{R}^2$-valued martingale

$$(F, G) := \left( \frac{f + g}{2} - \kappa, \frac{f - g}{2} \right).$$

We subtract $\kappa$ on the first coordinate to ensure that the pair $(F, G)$ has mean $(0, 0)$. This sequence has the following zigzag property: for any $0 \leq n \leq 2N + 1$ we have $F_n = F_{n+1}$ with probability 1 or $G_n = G_{n+1}$ almost surely; that is, in each step $(F, G)$ moves either vertically, or horizontally. Indeed, this follows directly from the construction that for each $n$ we have $P(df_n = dg_n) = 1$ or $P(df_n = -dg_n) = 1$. This property combines nicely with biconvex functions: if $\zeta$ is such a function, then a successive application of Jensen’s inequality gives

$$\mathbb{E} \zeta(F_{2N+2}, G_{2N+2}) \geq \mathbb{E} \zeta(F_{2N+1}, G_{2N+1}) \geq \cdots \geq \mathbb{E} \zeta(F_0, G_0) = \zeta(0, 0).$$

(4.6)

Now, the martingale $(F, G)$, or rather the distribution of its terminal variable $(F_{2N+2}, G_{2N+2})$, gives rise to a probability measure $\nu$ on $\mathbb{R}^{2 \times 2\text{sym}}$, put

$$\nu (\text{diag}(x, y)) = P((F_{2N+2}, G_{2N+2}) = (x, y)), \quad (x, y) \in \mathbb{R}^2.$$  

Here and below, $\text{diag}(x, y)$ denotes the diagonal matrix \(\begin{pmatrix} x & 0 \\ 0 & y \end{pmatrix}\). The key observation is that $\nu$ is a laminate of barycenter 0 (actually, it can be shown that it is even a prelaminate, but we will not need this). To prove this property, note that if $\psi: \mathbb{R}^{2 \times 2}$ is a rank-one convex, then $(x, y) \mapsto \psi(\text{diag}(x, y))$ is biconvex and thus, by (4.6),

$$\int_{\mathbb{R}^{2 \times 2}} \psi \, d\nu = \mathbb{E} \psi(\text{diag}(F_{2N+2}, G_{2N+2}) \geq \psi(\text{diag}(0, 0)) = \psi(\bar{\nu}).$$
Finally, note that $P(F_{2N+2} + G_{2N+2} \in \{-\kappa, 1 - \kappa\}) = P(f_{2N+2} \in \{0, 1\}) = 1$, and hence the support of $\nu$ is contained in
\begin{equation}
K = \{\text{diag}(x, y) : x + y \in \{-\kappa, 1 - \kappa\}\}.
\end{equation}

4.4. Sharpness of (1.3), the case $d = 2$. For the convenience of the reader, let us sketch the idea behind the arguments below. We start with the application of Corollary 4.6 to the laminate $\nu$: let $(u_j)_{j \geq 1}$ be the corresponding sequence of smooth functions. As we have just observed above, the support of $\nu$ is contained in $K$ given by (4.7). Since the distribution of $u_j$ is close to $\nu$ (in the sense of Corollary 4.6), we expect that $\Delta u_j$, essentially, takes only values close to $-\kappa$ or close to $1 - \kappa$. Thus, if we define $v_j = \Delta u_j + \kappa \chi_B$ for $j = 1, 2, \ldots$, then $v_j$ is close to an indicator function of a certain set $A$. Thus, to prove the sharpness of (4.1), one can try to study this estimate with $\chi_A$ replaced by $v_j$. We will look separately at the action on $R_1^2 - R_2^2$ on $\Delta u_j$ and $\kappa \chi_B$; to handle the Laplacian, we will use the arguments from the previous two subsections, and $\kappa \chi_B$ will be dealt with by the facts presented in Subsection 4.1.

Step 1: We start from the specification of the parameters $N$ and $\kappa$. For a given $p \geq 2$, let $\lambda = (p - 1)/2$ and pick an arbitrary number $M$ smaller than $e^{1 - 2\lambda}/2$; thus, $M = \frac{1}{2} e^{1 - 2\lambda} \cdot \eta$ for some $\eta < 1$. Let $\kappa \in (0, 1/2)$ be arbitrary and choose $N$ so that $E(|g_{2N+2} - \lambda|) > ME_0 = M\kappa$. This is possible, in view of the results of Section 2. Furthermore, let $\varepsilon$ be an arbitrary positive number (which will eventually be sent to 0). In what follows, we will use the following convention: $C_1, C_2, C_3, \ldots$ will denote constants which depend only on $\kappa$ and $N$.

Step 2: Consider a continuous function $\phi: \mathbb{R}^{2 \times 2}_{\text{sym}} \to \mathbb{R}$ given by $\phi(\text{diag}(x, y)) = |x + y + \kappa|$. By Corollary (4.6), we have

\[
\frac{1}{|B|} \int_B |v_j| = \frac{1}{|B|} \int_B \phi(D^2 u_j) \xrightarrow{j \to \infty} \int_{\mathbb{R}^{2 \times 2}_{\text{sym}}} \phi \, d\nu
\]

so for sufficiently large $j$ we have
\begin{equation}
\frac{1}{|B|} \int_B |v_j| \leq \kappa (1 + \varepsilon).
\end{equation}

Step 3: Consider a continuous function $\phi: \mathbb{R}^{2 \times 2}_{\text{sym}} \to [0, 1]$, satisfying $\phi(\text{diag}(x, y)) = 1$ when $|x + y - 1 + \kappa| > \varepsilon$ and $|x + y + \kappa| > \varepsilon$, and
\( \phi(\text{diag}(x, y)) = 0 \) if \( x + y + \kappa \in \{0, 1\} \). By Corollary 4.6,

\[
\frac{1}{|\mathcal{B}|} \int_{\mathcal{B}} \phi(D^2 u_j) \to \int_{\mathbb{R}^{2 \times 2}_{\text{sym}}} \phi \, d\nu = 0,
\]

since \( \mathbb{P}(F_{2N+2} + G_{2N+2} + \kappa \in \{0, 1\}) = 1 \). Consider the sets

\[ A = \{ x \in \mathcal{B} : |\Delta u_j(x) - 1 + \kappa| \leq \varepsilon \}, \quad \tilde{A} = \{ x \in \mathcal{B} : |\Delta u_j(x) + \kappa| \leq \varepsilon \}. \]

Then (4.9) implies that

\[
|\mathcal{B} \setminus (A \cup \tilde{A})| < \varepsilon \quad \text{for sufficiently large } j.
\]

**Step 4:** Next, consider a continuous function \( \phi : \mathbb{R}^{2 \times 2}_{\text{sym}} \to [0, 1] \), satisfying \( \phi(\text{diag}(x, y)) = 1 \) if \( x + y + \kappa = 1 \) and \( \phi(\text{diag}(x, y)) = 0 \) if \( |x + y + \kappa - 1| > \varepsilon \). Then

\[
|A| \geq \int_{\mathcal{B}} \phi(D^2 u_j) \xrightarrow{j \to \infty} |\mathcal{B}| \int_{\mathbb{R}^{2 \times 2}_{\text{sym}}} \phi \, d\nu = |\mathcal{B}| \mathbb{P}(F_{2N+2} + G_{2N+2} = 1 - \kappa),
\]

and the number on the right depends only on \( N \) and \( \kappa \); thus, for large \( j \),

\[
|A| \text{ is bounded from below by } C_1.
\]

Consequently, for any \( 1 \leq q < \infty \) and large \( j \),

\[
||v_j - \chi_A||_{L^q(\mathbb{R}^2)}^q = ||\Delta u_j + \kappa - \chi_A||_{L^q(\mathcal{B})}^q
\]

\[
= \int_A |\Delta u_j + \kappa - \chi_A|^q + \int_{\tilde{A}} |\Delta u_j + \kappa - \chi_A|^q
\]

\[
+ \int_{\mathcal{B} \setminus (A \cup \tilde{A})} |\Delta u_j + \kappa - \chi_A|^q
\]

\[
\leq \varepsilon^q |A| + \varepsilon^q |\tilde{A}| + \varepsilon |\mathcal{B}| (\sup_{\mathcal{B}} |\Delta u_j| + \kappa).
\]

Here in the last passage we have used the definition of \( A \), \( \tilde{A} \), and (4.10). Combining this with (4.11) (and the fact that the second-order partial derivatives of \( u_j \) are uniformly bounded by \( C_2 \), see Corollary 4.6), we get that for sufficiently large \( j \),

\[
||v_j - \chi_A||_{L^q(\mathbb{R}^2)}^q \leq C_3 \varepsilon |A|.
\]
In other words, the function $v_j$ is close to the indicator function of $A$.

**Step 5:** Next, consider the function $\phi: \mathbb{R}^{2\times 2}_{\text{sym}} \to \mathbb{R}$ given by $\phi(\text{diag}(x, y)) = (|x - y| - \lambda)_+$. By the choice of $\kappa$, $N$, and (4.8),

$$\frac{1}{|B|} \int_B \phi(D^2 u_j) \overset{j \to \infty}{\longrightarrow} \int \phi \, d\nu = \mathbb{E}(|g_{2N+2}| - \lambda)_+$$

$$\geq M\kappa$$

$$\geq \frac{M}{1 + \varepsilon} \cdot \frac{1}{|B|} \int_B |v_j|$$

$$\geq \frac{M}{1 + \varepsilon} \cdot \frac{1}{|B|} \left( |A| - \int_B |v_j - \chi_A| \right).$$

Now multiply throughout by $|B|$ and apply (4.12) with $q = 1$; we get that for sufficiently large $j$,

$$\int_B \phi(D^2 u_j) \geq \frac{M}{1 + \varepsilon} (1 - C_3\varepsilon)|A|.$$

However, observe that

$$\phi(D^2 u_j) = (|\partial_{11} u_j - \partial_{22} u_j| - \lambda)_+$$

$$= (|(R^2_{11} - R^2_{22})\Delta u_j| - \lambda)_+ = (|(R^2_1 - R^2_2) v_j| - \lambda)_+$$

on $B$, since $(R^2_1 - R^2_2)\chi_B = 0$ on $B$ (see Subsection 4.1). Therefore, the preceding considerations yield that for large $j$,

$$\frac{M}{1 + \varepsilon} (1 - C_3\varepsilon)|A| \leq \int_B (|(R^2_1 - R^2_2) v_j| - \lambda)_+$$

$$\leq \int_B (|(R^2_1 - R^2_2) \chi_A| - \lambda)_+ + \int_B (|(R^2_1 - R^2_2)(v_j - \chi_A)|.$$

However, the norm of $R^2_1 - R^2_2$ as an operator on $L^2(\mathbb{R}^2)$ is bounded by 1: see (1.2). Consequently, by Schwarz inequality, (4.12), and then (4.11),

$$\int_B (|(R^2_1 - R^2_2)(v_j - \chi_A)| \leq \|v_j - \chi_A\|_2 |B|^{1/2} \leq C_4\varepsilon^{1/2}|A|^{1/2} \leq C_5\varepsilon^{1/2}|A|.$$

Plugging this into the above inequality, we get that if $j$ is sufficiently large, then

$$\int_B (|(R^2_1 - R^2_2) \chi_A| - \lambda)_+ \geq \frac{M}{1 + \varepsilon} (1 - C_6\varepsilon^{1/2})|A|. $$
Therefore, if we let $E = \{ x \in B : |(R_1^2 - R_2^2)\chi_A | > \lambda \}$ and recall that $M = \frac{1}{2}e^{1-2\lambda} \cdot \eta$, then
\[
\int_E |(R_1^2 - R_2^2)\chi_A | \geq \frac{M}{1 + \varepsilon}(1 - C_6\varepsilon^{1/2})|A| + \lambda|E|
\]
\[
\geq \frac{(1 - C_4\varepsilon^{1/2})\eta}{1 + \varepsilon} \left[ \frac{e^{1-2\lambda}}{2} |A| + \lambda|E| \right].
\]
However, we have $\lambda = (p - 1)/2$. Plugging this above and applying Young inequality, we see that the right-hand side is not smaller than
\[
\frac{(1 - C_4\varepsilon^{1/2})\eta}{1 + \varepsilon} \cdot \frac{p}{2}e^{(2-p)/p}||\chi_A||_{L^p(\mathbb{R}^d)}|E|^{1-1/p}.
\]
Using the fact that $\eta < 1$ and $\varepsilon > 0$ were arbitrary, we obtain that the constant $\frac{p}{2}e^{(2-p)/p}$ is indeed the best possible in (1.3).

4.5. Sharpness of (1.3), the case $d \geq 3$. Suppose that for a fixed $p \geq 2$ and some positive constant $C$ we have
\[
(4.13) \quad \int_E |(R_1^2 - R_2^2)\chi_A (x)| \, dx \leq C||\chi_A||_{L^p(\mathbb{R}^d)}|E|^{1-1/p}
\]
for all measurable subsets $A, E$ of $\mathbb{R}^d$ of positive and finite Lebesgue measure. For $t > 0$, define the dilation operator $\delta_t$ as follows: for any function $g: \mathbb{R}^2 \times \mathbb{R}^{d-2} \to \mathbb{R}$, we let $\delta_t g(\xi, \zeta) = g(\xi, t\zeta)$; for any $A \subset \mathbb{R}^2 \times \mathbb{R}^{d-2}$, let $\delta_t A = \{(\xi, t\zeta) : (\xi, \zeta) \in A\}$. Note that the function $\delta_t \chi_A$ is supported on $\delta_t^{-1}A$ and hence, by (4.13), the operator $T_t := \delta_t^{-1} \circ (R_1^2 - R_2^2) \circ \delta_t$ satisfies
\[
(4.14) \quad \int_E |T_t \chi_A (x)| \, dx = t^{d-2} \int_{\delta_t^{-1}E} |(R_1^2 - R_2^2) \circ \delta_t \chi_A (x)| \, dx
\]
\[
\leq C \left( t^{d-2} \int_{\delta_t^{-1}A} |\delta_t \chi_A (x)|^p \, dx \right)^{1/p} \left( t^{d-2} |\delta_t^{-1}E| \right)^{1-1/p}
\]
\[
= C||\chi_A||_{L^p(\mathbb{R}^d)}|E|^{1-1/p}.
\]
It is straightforward to check that the Fourier transform $\mathcal{F}$ satisfies the identity $\mathcal{F} = t^{d-2} \delta_t \circ \mathcal{F} \circ \delta_t$, so the operator $T_t$ enjoys the condition
\[
\hat{T_t \chi_A} (\xi, \zeta) = -\frac{\xi_1^2 - \xi_2^2}{|\xi|^2 + t^2|\zeta|^2} \hat{\chi_A} (\xi, \zeta), \quad (\xi, \zeta) \in \mathbb{R}^2 \times \mathbb{R}^{d-2}.
\]
By Lebesgue’s dominated convergence theorem, we have
\[
\lim_{t \to 0} \hat{T_t \chi_A} (\xi, \zeta) = \hat{T_0 \chi_A} (\xi, \zeta).
\]
in \( L^2(\mathbb{R}^d) \), where \( T_0 \widehat{\chi_A}(\xi, \zeta) = (\xi_2^2 - \xi_1^2) \hat{f}(\xi, \zeta)/|\xi|^2 \). By Plancherel’s theorem and Fatou’s lemma, we see that (4.14) implies

\[
(4.15) \quad \int_E |T_0 \chi_A(x)| \, dx \leq C||\chi_A||_{L^p(\mathbb{R}^d)}|E|^{1-1/p}.
\]

Now pick an arbitrary set \( \check{A} \subset \mathbb{R}^2 \) of non-zero and finite Lebesgue measure and put \( A = \check{A} \times [0, 1]^{d-2} \). Denoting by \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) the planar Riesz transforms, we see that \( T_0 \chi_A(\xi, \zeta) = (\mathcal{R}_1^2 - \mathcal{R}_2^2) \chi_{\check{A}}(\xi)1_{[0,1]^{d-2}}(\zeta) \), because of the identity

\[
T_0 \widehat{\chi_A}(\xi, \zeta) = -\frac{\xi_1^2 - \xi_2^2}{|\xi|^2} \chi_{\check{A}}(\xi)1_{[0,1]^{d-2}}(\zeta).
\]

Plug this into (4.15) with the choice \( E = \check{E} \times [0, 1]^{d-2} \), where \( \check{E} \) is an arbitrary subset of \( \mathbb{R}^2 \) with \( 0 < |\check{E}| < \infty \). As the result, we obtain

\[
\int_{\check{E}} |(\mathcal{R}_1^2 - \mathcal{R}_2^2) \chi_A(\xi)| \, d\xi \leq C||\chi_A||_{L^p(\mathbb{R}^2)}|\check{E}|^{1-1/p}.
\]

However, we have shown in the previous subsection that this implies \( C \geq pe^{(2-p)/p}/2 \). The proof is complete. \qed

Acknowledgments

The author would like to express his gratitude to an anonymous referee for the careful reading of the first version of the manuscript and many helpful comments. The research was partially supported by Polish Ministry of Science and Higher Education (MNiSW) grant IP2011 039571 ‘Juventus Plus’.

References


Department of Mathematics, Informatics and Mechanics
University of Warsaw
Banacha 2
02-097 Warsaw
Poland

*E-mail address:* ados@mimuw.edu.pl

Primera versió rebuda el 22 d’abril de 2013,
darrera versió rebuda el 7 de maig de 2013.