EULER AND NAVIER-STOKES EQUATIONS

PETER CONSTANTIN

Abstract

We present results concerning the local existence, regularity and possible blow up of solutions to incompressible Euler and Navier-Stokes equations.
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1. Introduction

The notes below present some of the mathematical problems concerning the equations of ideal incompressible fluids (Euler equations) and viscous incompressible fluids (Navier-Stokes equations). The approach used is an Eulerian-Lagrangian description based on the “back-to-labels” map. In the case of the Euler equations, this map is the inverse Lagrangian path map; in the case of the Navier-Stokes equations, it is a diffusive analogue. The notes present local existence results and discuss some of the blow up issues, separately for ideal and viscous flows.
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2. Euler Equations

The three dimensional Euler equations describe ideal, frictionless fluids. They are evolution equations for the three velocity components $u(x, t)$,

\[
\frac{\partial u}{\partial t} + u \cdot \nabla u + \nabla p = 0,
\]

coupled with a fourth equation,

\[
\nabla \cdot u = 0,
\]

which is the incompressibility constraint. This is the Eulerian formulation with $x \in \mathbb{R}^3$, $t \in \mathbb{R}$. The pressure $p$ is determined by imposing the incompressibility,

\[
-\Delta p = \nabla \cdot (u \cdot \nabla u).
\]

There are no natural boundary conditions for this equation, except when the fluid occupies all of $\mathbb{R}^3$ (decay at infinity) or when space-periodic boundary conditions are imposed. In either one of these cases, the pressure is determined up to an additive constant. The Euler equations are conservative: The total kinetic energy,

\[
\int |u|^2 \, dx
\]

is a constant of motion. Some reference books on Euler equations are [1], [8], [44] and on turbulence [10], [39]. The circulation around a closed curve $\gamma$,

\[
\oint_\gamma u \cdot dx
\]

is time independent, if the curve moves with the flow. This important conservation law has not yet found its rightful role in the mathematical analysis. The vorticity $\omega = \nabla \times u$ describes the rotation in the fluid. It obeys a quadratic equation, whose nature is such that the magnitude of the vorticity might increase in time. The vorticity equation is equivalent to the vanishing of the commutator

\[
[D_t, \omega \cdot \nabla] = 0
\]

where

\[
D_t = \frac{\partial}{\partial t} + u \cdot \nabla
\]

is the material derivative (derivative along flow paths). The characteristics of the first order differential operator $\omega \cdot \nabla$ are called vortex lines; the characteristics of the material derivative $D_t$ are Lagrangian particle
paths. The vanishing of the commutator means that vortex lines are carried by the flow. The flow is the path map \( a \mapsto X(a, t) \). The connection between the Lagrangian description and the Eulerian one is given by the relations

\[
u(x, t) = \frac{\partial X(a, t)}{\partial t}, \quad x = X(a, t).
\]

The initial value problem for the Euler equations is to solve (1), (2) with given initial velocity \( u(0) \). This problem is known to have a solution for smooth enough initial data and short enough time ([34], [41]).

We discuss a description of the Euler equations as a system of three coupled active scalar equations. Active scalar equations have the form

\[
D_t \theta = 0,
\]

with \( u = U[\theta] \), where \( U \) is a time-independent functional of \( \theta \). The functional need not be linear, and, in general, it is not local. The description of the Euler equations concerns Lagrangian quantities computed in Eulerian variables and is based on the Weber formula (18) ([53]) that represents the velocity in terms of the inverse of the Lagrangian map.

3. The Eulerian-Lagrangian Description

The Lagrangian formulation of the Euler equations is a second order, non-local evolution equation for the map \( a \mapsto X(a, t) \). The curve \( t \mapsto X(a, t) \) is the Lagrangian path at label \( a \) and obeys Newton’s law

\[
\frac{\partial^2 X(a, t)}{\partial t^2} = F_X(a, t).
\]

The incompressibility is expressed as the volume-preserving condition for the map:

\[
\det (\nabla_a X) = 1.
\]

The initial condition sets the labels at the initial time,

\[
X(a, 0) = a.
\]

The forces \( F_X \) in (5) are conservative:

\[
F_X(a, t) = - (\nabla_x p)(X(a, t)) = - [(\nabla_a X(a, t))^*]^{-1} (\nabla_a \tilde{p})(a, t)
\]

with \( \tilde{p}(a, t) = p(X(a, t)) \) and where \( p \) is the Eulerian pressure. The notation \( M^* \) means the transpose of the matrix \( M \), \( (M^*)^{-1} \) its inverse.
We show now a quick proof of the Weber formula. Multiplying (5) by \((\nabla_a X)^*\) we obtain

\[
(\nabla_a X(a, t))^* \frac{\partial^2 X(a, t)}{\partial t^2} = - (\nabla_a \tilde{p})(a, t)
\]

that is,

\[
\frac{\partial^2 X^j(a, t)}{\partial t^2} \frac{\partial X^j(a, t)}{\partial a_i} = - \frac{\partial \tilde{p}(a, t)}{\partial a_i}.
\]

Pulling out a time derivative in the left-hand side we obtain

\[
\frac{\partial}{\partial t} \left[ \frac{\partial X^j(a, t)}{\partial t} \frac{\partial X^j(a, t)}{\partial a_i} \right] = - \frac{\partial \tilde{q}(a, t)}{\partial a_i},
\]

where

\[
\tilde{q}(a, t) = \tilde{p}(a, t) - \frac{1}{2} \left| \frac{\partial X(a, t)}{\partial t} \right|^2.
\]

We integrate (10) in time, fixing the label \(a\):

\[
\frac{\partial X^j(a, t)}{\partial t} \frac{\partial X^j(a, t)}{\partial a_i} = u^i_{(0)}(a) - \frac{\partial \tilde{n}(a, t)}{\partial a_i}
\]

where

\[
\tilde{n}(a, t) = \int_0^t \tilde{q}(a, s) \, ds
\]

is the initial velocity. We consider

\[
A(x, t) = X^{-1}(x, t)
\]

the “back-to-labels” map, and note that it forms a vector of active scalars

\[
D_t A = \frac{\partial A}{\partial t} + u \cdot \nabla A = 0.
\]

Turning to (12), multiplying from the left by \((\nabla_a X(a, t))^*\)^\(-1\), reading at \(a = A(x, t)\), and denoting

\[
n(x, t) = \tilde{n}(A(x, t))
\]

we obtain the Weber formula

\[
u^i(x, t) = \left( u^i_{(0)}(A(x, t)) \right) \frac{\partial A^j(x, t)}{\partial x_i} - \frac{\partial n(x, t)}{\partial x_i}.
\]
The equation (18) shows that the general Eulerian velocity can be written in a form:

\[ u = (\nabla A)^* B - \nabla n \]

where \( B = u_0(A(x,t)) \) obeys

\[ D_t B = 0. \]

Conversely, if one is given a pair \( A = (A^1(x,t), \ldots, A^M(x,t)) \) and \( B = (B^1(x,t), \ldots, B^M(x,t)) \), if equations (16) and (20) hold and if \( u \) is given by

\[ u(x,t) = \sum_{k=1}^{M} B^k(x,t) \nabla_x A^k(x,t) - \nabla_x n \]

with some function \( n \), then it follows that \( u \) solves the Euler equations

\[ \frac{\partial u}{\partial t} + u \cdot \nabla u + \nabla \pi = 0 \]

where

\[ \pi = D_t n + \frac{1}{2} |u|^2. \]

Indeed, this is a consequence of the commutation relation

\[ D_t \nabla_x f = \nabla_x D_t f - (\nabla_x u)^* \nabla_x f \]

that holds for any scalar function \( f \). The kinematic commutation relation (22) follows from the chain rule, so it requires no assumption other than smoothness. Differentiating (21) and using (16), (20) it follows that

\[
D_t(u) = -\sum_{k=1}^{M} ((\nabla_x u)^* \nabla_x A^k) B^k - \nabla_x (D_t n) + (\nabla_x u)^* \nabla n
\]

\[
- \nabla_x (D_t n) - (\nabla_x u)^* u = -\nabla_x (\pi).
\]

The previous calculations can be summarized as follows: A function \( u(x,t) \) solves the incompressible Euler equations if and only if it can be represented in the form \( u = u_A \) with

\[ u_A^i(x,t) = u_0^m(A(x,t)) \frac{\partial A^m(x,t)}{\partial x_i} - \frac{\partial n_A(x,t)}{\partial x_i} \]

and

\[ \nabla \cdot u_A = 0 \]
where $A(x, t)$ solves the equation

$$\frac{\partial}{\partial t} + u_A \cdot \nabla A = 0,$$

with initial data

$$A(x, 0) = x.$$

The function $u_{(0)}$ represents the initial velocity and the function $n_A(x, t)$ is determined up to additive constants by the requirement of incompressibility, $\nabla \cdot u_A = 0$:

$$\Delta n_A(x, t) = \frac{\partial}{\partial x_i} \left\{ \frac{u_{m(0)}(A(x, t))}{\partial x_i} \right\}.

We will consider mainly periodic boundary conditions:

$$A(x + Le_j, t) = A(x, t) + Le_j; \quad n_A(x + Le_j, t) = n_A(x, t)$$

with $e_j$ the standard basis in $\mathbb{R}^3$. In this case

$$\delta_A(x, t) := x - A(x, t),$$

$n_A(x, t)$, and $u_A(x, t)$ are periodic functions in each spatial direction. One may consider also the case of decay at infinity, requiring that $\delta_A$, $u_A$ and $n_A$ vanish sufficiently fast at infinity. The equation of state (23), (24) can be written as

$$u_A = P \left\{ u_{m(0)}(A(\cdot, t)) \nabla A^m(\cdot, t) \right\} = P \left\{ (\nabla A)^+ u_{(0)}(A) \right\}

where

$$P = I - \nabla \Delta^{-1} \nabla.$$

is the Leray-Hodge projector on divergence-free functions.

The Eulerian pressure is determined, up to additive constants, from $n_A$ and $u_A$ by

$$p(x, t) = \frac{\partial n_A(x, t)}{\partial t} + u_A(x, t) \cdot \nabla n_A(x, t) + \frac{1}{2} |u_A(x, t)|^2.

The Jacobian of $A$ obeys

$$\text{det} (\nabla A(x, t)) = 1.$$

The vorticity

$$\omega(x, t) = \omega_A(x, t) = \nabla \times u_A$$

satisfies the Helmholtz equation

$$D_t \omega = \omega \cdot \nabla u.$$
and is given by the Cauchy formula

\[ \omega(x, t) = \omega_A(x, t) = [\nabla A(x, t)]^{-1} \omega_{(0)}(A(x, t)) \]

where \( \omega_{(0)} = \nabla \times u_{(0)} \) is the initial vorticity.

4. Local Existence

We have a local existence result in the Eulerian-Lagrangian formulation ([16]):

**Theorem 1.** Let \( u_{(0)} \) be a divergence-free \( C^{1, \mu} \) periodic vector valued function of three variables. There exists a time interval \([0, T]\) and a unique \( C([0, T]; C^{1, \mu}) \) spatially periodic vector valued function \( \delta(x, t) \) such that

\[ A(x, t) = x + \delta(x, t) \]

solves the Eulerian-Lagrangian formulation of the Euler equations,

\[
\begin{align*}
\partial_t A + u \cdot \nabla A &= 0, \\
u &= P \{ (\nabla A)^* v \}, \\
\partial_t v + u \cdot \nabla v &= 0,
\end{align*}
\]

with initial data \( A(x, 0) = x, v(x, 0) = u_{(0)} \).

The same result holds if one replaces periodic boundary conditions with decay at infinity.

The idea of the proof follows below. Differentiating the equation (25) we obtain the equation obeyed by the gradients

\[ D_t \left( \frac{\partial A^m}{\partial x_i} \right) + \frac{\partial u^j}{\partial x_i} \frac{\partial A^m}{\partial x_j} = 0. \]

We denote

\[ P_{jl} = \delta_{jl} - \partial_j \Delta^{-1} \partial_l \]

the matrix elements of the Leray-Hodge operator (with \( \partial_j = \frac{\partial}{\partial x_j} \)). Differentiating in the representation (28) and using the property

\[ P_{jl} \frac{\partial f}{\partial x_l} = 0 \]

we obtain

\[ \frac{\partial u^j}{\partial x_i} = P_{jl} \left( \text{Det} \left[ \left[ \omega_{(0)}(A); \frac{\partial A}{\partial x_i}; \frac{\partial A}{\partial x_l} \right] \right) \right. \]

This relation shows that the gradient of velocity can be expressed without use of second order derivatives of \( A \) and is the key to local existence:
the equation (33) can be seen as a cubic quasi-local equation on characteristics. We consider the periodic case. We write \( C^{j, \mu} \), \( j = 0, 1 \) to denote the Hölder spaces of real valued functions that are defined for all \( x \in \mathbb{R}^3 \) and are periodic with period \( L \) in each direction. We denote by \( \| f \|_{0, \mu} \) the \( C^{0, \mu} \) norm:

\[
(36) \quad \| f \|_{0, \mu} = \sup_x |f(x)| + \sup_{x \neq y} \left\{ |f(x) - f(y)| \left( \frac{L}{|x - y|} \right)^\mu \right\}
\]

and by \( \| f \|_{1, \mu} \) the \( C^{1, \mu} \) norm:

\[
(37) \quad \| f \|_{1, \mu} = \| f \|_{0, \mu} + L \| \nabla f \|_{0, \mu}
\]

where the notation \( | \cdots | \) refers to modulus, Euclidean norm, and Euclidean norm for matrices, as appropriate.

We denote the map

\[
(38) \quad W[\delta, \phi](x, t) = \mathcal{P}\{ (I + \nabla \delta(x, t))^* \phi(x + \delta(x, t)) \}
\]

This map is linear in \( \phi \) but nonlinear in \( \delta \).

**Proposition 1.** The map \( W[\delta, \phi] \) maps

\[
W: (C^{1, \mu})^3 \times (C^{1, \mu})^3 \to (C^{1, \mu})^3
\]

continuously. There exist constants \( C \) depending on \( \mu \) alone so that

\[
\| W[\delta, \phi] \|_{0, \mu} \leq C \| \phi \|_{0, \mu} \{ 1 + \| \nabla \delta \|_{0, \mu} \}^2
\]

and

\[
\| \nabla W[\delta, \phi] \|_{0, \mu} \leq C \| \nabla \times \phi \|_{0, \mu} \{ 1 + \| \nabla \delta \|_{0, \mu} \}^3
\]

hold for any \( \delta \in (C^{1, \mu})^3 \), \( \phi \in (C^{1, \mu})^3 \).

We note that \( W \) is made up from a number of operations. The first operation is the composition \( \phi(x) \mapsto \phi(x + \delta(x)) \). For a fixed \( \delta \in (C^{1, \mu})^3 \) the map \( x \mapsto x + \delta \) is Lipschitz. Composition with a Lipschitz change of variables maps \( C^{0, \mu} \) into itself continuously. The joint continuity of \( [\phi, \delta] \mapsto \phi(x + \delta) \) in \( C^{1, \mu} \) follows naturally. The second operation is a sum of products of functions (a matrix applied to a vector). This is a continuous operation because the Hölder spaces \( C^{j, \mu} \), \( j = 0, 1 \) we chose are Banach algebras. The third and last operation is the linear operator \( \mathcal{P} \), which is bounded in Hölder spaces. We need to consider also derivatives of \( W \). We use the formula (35) and note that the expression for the gradient is made of similar operations as above and apply the same kind of reasoning.
We denote by $\Theta$ the map that associates to two continuous paths $t \mapsto \delta(\cdot, t)$ and $t \mapsto \phi(\cdot, t)$ a new path $t \mapsto \theta$; the path $t \mapsto \theta = \Theta[\delta, \phi]$ is obtained by solving the partial differential equation

$$\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta + u = 0$$

(39)

where

$$u = W[\delta(\cdot, t), \phi(\cdot, t)],$$

periodic boundary conditions are imposed on $\theta$ and zero initial data

$$\theta(x, 0) = 0$$

are required. Let us consider the space

$$\mathcal{P}_T = C([0, T], (C^{1, \mu})^3)$$

of continuous $(C^{1, \mu})^3$-valued paths defined on a time interval $[0, T]$, endowed with the natural norm

$$\|\theta\|_{1, \mathcal{P}} = \sup_t \|\theta(\cdot, t)\|_{1, \mu}.$$ 

We will consider also the weaker norm

$$\|\theta\|_{0, \mathcal{P}} = \sup_t \|\theta(\cdot, t)\|_{0, \mu}.$$ 

$\Theta$ is nonlinear in both arguments.

**Proposition 2.** The map $\Theta[\delta, \phi]$ maps

$$\Theta: \mathcal{P}_T \times \mathcal{P}_T \to \mathcal{P}_T$$

and is continuous when the topology of the source space $\mathcal{P}_T \times \mathcal{P}_T$ is the natural product $C^{1, \mu}$ topology and the topology of the target space $\mathcal{P}_T$ is the weaker $C^{0, \mu}$ topology. Moreover, there exists a constant $C$ depending on $\mu$ alone so that

$$\|\nabla \theta(\cdot, t)\|_{0, \mu} \leq \left( \int_0^t \|\nabla u(\cdot, s)\|_{0, \mu} \, ds \right) \left\{ \exp \left\{ C \int_0^t \|\nabla u(\cdot, s)\|_{0, \mu} \, ds \right\} \right.$$ 

holds for each $t \leq T$ with $u = W[\delta, \phi]$ and $\theta = \Theta[\delta, \phi]$.

Proposition 2 states that the map $\Theta$ is bounded in the strong $C^{1, \mu}$ topology. The proof follows naturally from use of the classical method of characteristics and ODE Gronwall type arguments. For fixed $\phi$, we take a small number $\epsilon > 0$ and associate to it the set

$$\mathcal{I} \subset \mathcal{P}_T$$

defined by

$$\mathcal{I} = \{ \delta(x, t); \delta(x, 0) = 0, \|\nabla \delta(\cdot, t)\|_{0, \mu} \leq \epsilon, \forall t \leq T \}.$$
Combining the bounds in the two previous propositions one can choose, for fixed $\phi$, a $T$ small enough so that
\[ \delta \mapsto \Theta[\delta, \phi] = \mathcal{S}[\delta] \]
maps
\[ \mathcal{S} : \mathcal{I} \to \mathcal{I} \]
Inspecting the bounds it is clear that it is sufficient to require
\[ T\|\nabla \times \phi\|_{0,\mu} \leq c\epsilon \]
with an appropriate $c$ depending on $\mu$ alone. We use the fact that $\delta_j \in \mathcal{I}$.

**Proposition 3.** Let $\phi \in (C^{1,\mu})^3$ be fixed. There exists a constant depending on $\mu$ alone so that
\[ \|W[\delta_1, \phi] - W[\delta_2, \phi]\|_{0,\mu} \leq C\|\delta_1 - \delta_2\|_{0,\mu}\|\phi\|_{1,\mu} \]
holds for any $\delta_1, \delta_2 \in C^{1,\mu}$ with $\|\delta_j\|_{1,\mu} \leq 1$.

One could use the condition $\delta_j \in C^{1,\mu}$ with $\|\delta_j\|_{1,\mu} \leq M$ but then $C$ would depend on $M$ also. Denoting
\[ u = W[\delta_1, \phi] - W[\delta_2, \phi], \]
\[ \delta = \delta_1 - \delta_2, \]
\[ \psi(x) = \frac{1}{2}\left(\phi(x + \delta_1(x)) + \phi(x + \delta_2(x))\right), \]
\[ v(x) = \phi(x + \delta_1(x)) - \phi(x + \delta_2(x)), \]
\[ \gamma = \frac{1}{2}(\delta_1 + \delta_2), \]
we write
\[ u = u_1 + u_2 \]
with
\[ u_1 = P\{(\nabla \delta)^*\psi\} \]
and
\[ u_2 = P\{(I + \nabla \gamma)^*v\}. \]
The bound
\[ \|u_2\|_{0,\mu} \leq C\|\delta\|_{0,\mu}\|\phi\|_{1,\mu} \]
follows because $\phi$ is Lipschitz. The term $u_1$ requires special “integration by parts”:
\[ u_1 = -P\{(\nabla \psi)^*\delta\}, \]
valid because of incompressibility. The matrix $\nabla \psi$ is bounded in $C^{0,\mu}$. We draw the attention to the fact that the presence of the $\ast$ (transpose) operation is essential for the “integration by parts” to be allowed.
Leaving \( \phi, \epsilon \) and \( T \) fixed, the map \( S \) is Lipschitz in the weaker norm \( C^{0,\mu} \):

**Proposition 4.** There exists a constant \( C \), depending on \( \mu \) alone, such that, for every \( \delta_1, \delta_2 \in \mathcal{I} \), the Lipschitz bound

\[
\| S[\delta_1] - S[\delta_2] \|_{0,\mathcal{P}} \leq C \| \delta_1 - \delta_2 \|_{0,\mathcal{P}}
\]

holds.

We denote \( \theta_j = S\delta_j, u_j = W(\delta_j, \phi), u = u_1 - u_2, \theta = \theta_1 - \theta_2 \) and write

\[
\frac{\partial \theta}{\partial t} + \frac{u_1 + u_2}{2} \cdot \nabla \theta + u \cdot \nabla \left( \frac{\theta_1 + \theta_2}{2} \right) = 0.
\]

We consider the characteristics \( X(a,t) \) defined by

\[
\frac{dX}{dt} = \frac{u_1 + u_2}{2}(X,t), \quad X((a,0) = a
\]

and note that in view of Proposition 1 and the assumption \( \delta_j \in \mathcal{I} \), the characteristics are well defined for \( 0 \leq t \leq T \), their inverse \( A(x,t) = X^{-1}(x,t) \) (the “back-to-labels” map) is defined too. Moreover,

\[
\sup_{t,a} \left| \frac{\partial X}{\partial a} \right| \leq C
\]

and

\[
\sup_{t,x} \left| \frac{\partial A}{\partial x} \right| \leq C
\]

holds with a constant \( C \) depending on \( \mu \) alone. Consider now the function

\[
F(x,t) = u \cdot \nabla \left( \frac{\theta_1 + \theta_2}{2} \right) + u.
\]

Solving by the method of characteristics we obtain

\[
\theta(x,t) = - \int_0^t F(X(A(x,t),s),s) \, ds.
\]

Using Proposition 4 in conjunction with the bounds in Propositions 1 and 2 we see that \( F(x,t) \) is bounded (uniformly in time) in \( C^{0,\mu} \):

\[
\sup_{t} \| F(\cdot, t) \|_{0,\mu} \leq C \| \phi \|_{1,\mu} \| \delta \|_{0,\mathcal{P}}.
\]

Compositions with the uniformly Lipschitz \( X \) and \( A \) are harmless and we obtain the desired result

\[
\| \theta \|_{0,\mathcal{P}} \leq C \| \delta \|_{0,\mathcal{P}}.
\]
The proof of Theorem 1 follows now using successive approximations. Starting with a first guess \( \delta_1 \in \mathcal{I} \) we define inductively

\[
\delta_{n+1} = \mathcal{S} \delta_n \in \mathcal{I}.
\]

Proposition 3 can be used to show that the sequence \( \delta_n \) converges rapidly in the \( C^{0,\mu} \) topology to a limit \( \delta \). Because \( \mathcal{I} \) is convex it contains this weaker limit point, \( \delta \in \mathcal{I} \). Because \( \mathcal{S} \) has the weak Lipschitz property of Proposition 3 it follows that \( \mathcal{S} \delta = \delta \). This actually means that \( A = x + \delta(x,t) \) solves the Eulerian-Lagrangian formulation of the Euler equations and that \( u = W[\delta, \phi] \) solves the usual Eulerian formulation.

Now let us consider the case of decay at infinity. This case is instructive because it illuminates the difference between \( \phi, u, W \) on the one hand and \( x, \delta, \Theta \) on the other hand; the function spaces need to be modified in a natural fashion to accommodate this difference. The issue of decay at infinity is both a physical one—the total kinetic energy must be defined, and a mathematical one—\( P \) must be defined. But apart from this, the decay at infinity requirement does not hinder the proof in any respect.

**Theorem 2.** Let \( u_{(0)} \) be a \( C^{1,\mu} \) velocity that is square integrable

\[
\int |u_{(0)}(x)|^2 \, dx < \infty
\]

and whose curl is integrable to some power \( 1 < q < \infty \),

\[
\int |\nabla \times u_{(0)}(x)|^q \, dx < \infty.
\]

Then for \( \epsilon \) sufficiently small there exists a time interval \( [0,T] \) and a \( C^{1,\mu} \) function \( \delta(x,t) \) such that

\[
\sup_t \| \nabla \delta(\cdot,t) \|_{0,\mu} \leq \epsilon
\]

and such that \( x + \delta(x,t) \) solves the Eulerian-Lagrangian formulation of the Euler equation. The velocity corresponding to this solution belongs to \( C^{1,\mu} \), is square integrable and the vorticity is integrable to power \( q \).

The proof follows the same lines as above. Because \( u_{(0)} \) enters linearly in the expression for \( W \) and because we control \( \nabla \delta \) uniformly, issues of decay at infinity of do not arise. In other words, the function space for velocities does not need to be a Banach algebra, rather a module over the Banach algebra of the \( \delta \) variables, which need not decay at infinity.
5. The Blow Up Issue for Euler Equations

The blow up problem for the Euler equations is: given smooth initial data with finite energy, does any singularity form in finite time? This problem is open. If the energy is not finite, then stagnation point singularities appear even in two dimensions ([9]), while, as is very well known, finite energy solutions remain smooth in two dimensions. Different infinite-energy, three dimensional blow up does occur ([46], [15]). The blow up is caused by a singularity in the gradient of velocity.

The equation obeyed by the matrix $G$ of gradients of velocities of solutions of the Euler equation is

$$D_t G + [I + (R \otimes R)\text{Tr}^2] G^2 = 0,$$

where $R = \nabla(-\Delta)^{-\frac{1}{2}}$ are Riesz transforms and $(R \otimes R)\text{Tr} G^2$ is the Hessian of the pressure, $\partial_i \partial_j p$. This quadratic nonlocal equation blows up in finite time if $D_t$ is replaced by $\partial_t$ ([12]). The anti-symmetric part of this equation is local (30). The well-known Beale-Kato-Majda criterion ([2]) states that, if the initial data are smooth, and if

$$\int_0^T \|\omega(\cdot, t)\|_{L^\infty(dx)} \, dt < \infty$$

then the solution is smooth on $[0, T]$. Therefore the vorticity magnitude controls blow up. The magnitude evolves according to the stretching equation

$$D_t (|\omega|) = \alpha |\omega|.$$

The stretching factor $\alpha$ is related to the vorticity magnitude through a principal value singular integral ([14]):

$$\alpha(x, t) = \text{P.V.} \int \frac{D(\hat{y}, \xi(x, t), \xi(x + y, t)) |\omega(x + y, t)| \, dy}{|y|^3}.$$

Here $\hat{y}$ is the unit vector in the direction of $y$, $\xi(x, t) = \frac{\omega}{|\omega|}$ is the unit vector tangent to the vortex line passing through $x$ at time $t$ and $D$ is a certain geometric factor. The geometric factor is a smooth function of three unit vectors, has zero average on the unit sphere, $\int D \, dS(\hat{y}) = 0$ and vanishes pointwise when $\xi(x, t) = \pm \xi(x + y, t)$. Because $\alpha$ has the same order of magnitude as $|\omega|$, dimensional reasoning suggests blow up of the type one encounters in the ordinary differential equation $\frac{dm}{dt} = m^2$,

$$\sup_x |\omega(x, t)| \sim \frac{1}{T - t}.$$
But if the vorticity direction $\xi$ is smooth then a geometric depletion of $\alpha$ occurs; that means that $\alpha$ is of the order of magnitude of velocity times the magnitude of the spatial gradient of $\xi$ (an inverse length scale, assumed to be finite). The two dimensional Euler equations correspond to the case $\xi = (0, 0, 1)$ and $\alpha = 0$ identically. If

$$\int_0^T \|\alpha(\cdot, t)\|_{L^\infty} \, dt < \infty$$

then no blow up can occur. The geometric depletion of nonlinearity has been investigated theoretically and numerically for the three dimensional Euler and Navier-Stokes equations and for the two dimensional surface quasi-geostrophic equation ([3], [5], [6], [14], [20], [21], [23], [24], [26], [27], [28], [30], [29], [32], [31], [48], [40], [47]).

We discuss the blow up issues in the context of a two-dimensional example, the ideal Boussinesq system. The reason for this is that two spatial dimensional systems are somewhat easier to visualize and compute, and the Boussinesq system is a physical model that presents some of the challenges associated with the 3D blow up problems.

$$\begin{cases}
(\partial_t + u \cdot \nabla) u + \nabla p = g\theta e_2, \\
(\partial_t + u \cdot \nabla) \theta = 0, \\
\nabla \cdot u = 0.
\end{cases}$$

(42)

The unit vector $e_2$ points in the direction opposite to gravity and the constant $g$ has units of acceleration. The vorticity $\omega = \nabla^\perp \cdot u$ obeys

$$\partial_t + u \cdot \nabla \omega = g\partial_1 \theta.$$  

(43)

The vector $\nabla^\perp \theta$ obeys the equation

$$\partial_t + u \cdot \nabla \nabla^\perp \theta = (\nabla u) \nabla^\perp \theta.$$  

(44)

Let us consider the inverse Lagrangian map $A(x, t)$ that obeys

$$\partial_t + u \cdot \nabla) A = 0$$

(45)

with initial data $A(x, 0) = x$. The direct Lagrangian map is denoted $X(a, t)$. We denote by

$$(f \circ X)(a, t) = f(X(a, t), t)$$

the composition with the direct Lagrangian map. The direct map obeys $X(A(x, t), t) = x$ and

$$\partial_t X = u \circ X.$$  

(46)
We denote by \( \{ f, g \} = (\partial_1 f)(\partial_2 g) - (\partial_2 f)(\partial_1 g) = (\nabla^\perp f) \cdot (\nabla g) \) the usual Poisson bracket. Using incompressibility one verifies that
\[
\{ f, g \} \circ X = \{ f \circ X, g \circ X \}.
\]
Clearly
\[
\partial_t (f \circ X) = ((\partial_t + u \cdot \nabla)f) \circ X
\]
and
\[
\theta \circ X = \theta_0
\]
where \( \theta_0 \) is the initial datum for \( \theta \). Derivatives obey
\[
(\partial_t f) \circ X = \{ f \circ X, X_2 \}, \quad (\partial_2 f) \circ X = -\{ f \circ X, X_1 \}.
\]
Using (47), (48), (49) it follows from (43) that
\[
\partial_t (\omega \circ X) = g \{ \theta_0, X_2 \}
\]
and, denoting by \( (\nabla^\perp \theta) \circ X \) by \( \tau \circ X \), it follows from (44) that
\[
\partial_t (\tau \circ X) = \{ \theta_0, u \circ X \}.
\]
Integrating this we get
\[
\tau \circ X = \{ \theta_0, X \},
\]
which is just the Lagrangian counterpart of the Eulerian-Lagrangian
\[
\nabla^\perp \theta(x, t) = \left( \frac{\partial \theta_0}{\partial a} (A(x, t)) \right) \nabla^\perp A_l(x, t)
\]
which is an analogue of the Cauchy formula (31).

**Proposition 5.** Assume that the initial data \( u(0) \) and \( \theta(0) \) of (42) belong to \( W^{2,q}(\mathbb{R}^2) \) for \( q > 2 \). Assume that \( u \) is locally Lipschitz on the time interval \([0, T]\) and that
\[
\int_0^T \| \nabla u \|_{L^\infty(\mathbb{R}^2)} dt < \infty.
\]
Then
\[
\int_0^T \| \nabla A \|_{L^\infty(\mathbb{R}^2)} dt < \infty
\]
holds and the solution \( (u, \theta) \) belongs to \( L^\infty([0, T], W^{2,q}(\mathbb{R}^2)) \).
Indeed, differentiating (45) we obtain (55) immediately from (54). In view of (53) it follows that

$$\int_0^T \| \nabla \theta \|_{L^\infty(\mathbb{R}^2)} \, dt \leq G < \infty. \tag{56}$$

Incompressibility and two dimensionality imply the fact that $\nabla_a X$ is a linear combination of $(\nabla_x A) \circ X$. This in turn implies that

$$\int_0^T \| \nabla_a X \|_{L^\infty(\mathbb{R}^2)} \, dt < \infty,$$

and, in view of (50), we deduce

$$\sup_{t \leq T} \| \omega \|_{L^r(\mathbb{R}^2)} < \infty$$

for $r \geq q$.

Differentiating (44) and using $\| \nabla^2 u \|_{L^q(\mathbb{R}^2)} \leq C \| \nabla \omega \|_{L^q(\mathbb{R}^2)}$ we obtain

$$\frac{d}{dt} \| \nabla \nabla \theta \|_{L^q(\mathbb{R}^2)} \leq C \| \nabla u \|_{L^\infty(\mathbb{R}^2)} \| \nabla \nabla \theta \|_{L^q(\mathbb{R}^2)} + C \| \nabla \theta \|_{L^\infty(\mathbb{R}^2)} \| \nabla \omega \|_{L^q(\mathbb{R}^2)} \tag{57}$$

and differentiating (43) we have

$$\frac{d}{dt} \| \nabla \omega \|_{L^q(\mathbb{R}^2)} \leq C \| \nabla u \|_{L^\infty(\mathbb{R}^2)} \| \nabla \omega \|_{L^q(\mathbb{R}^2)} + g \| \nabla \nabla \theta \|_{L^q(\mathbb{R}^2)}. \tag{58}$$

Adding these inequalities and using (54) and (56) we finish the proof.

Let us consider the stream function $\psi$ is given by

$$\psi(x,t) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \log(|x-y|) \omega(y,t) \, dy. \tag{59}$$

After a brief calculation using $u = \nabla^\perp \psi$ we obtain

$$\frac{\partial u_i}{\partial x_j}(x,t) = \frac{1}{4\pi} \epsilon_{ji} \omega(x,t) + \frac{1}{2\pi} P.V. \int_{\mathbb{R}^2} \frac{\epsilon_{ji} - 2(\hat{z}_j)(\hat{z}_i^\perp)}{|z|^2} \omega(x-z,t) \, dz \tag{60}$$

where $\epsilon_{ji}$ is the signature of the permutation $(1,2) \mapsto (j,i)$ and $\hat{z} = \frac{z}{|z|}$ is the unit vector in the direction $z \in \mathbb{R}^2$. Using this representation, we can prove
Lemma 1. Let $u = \nabla^\perp \psi$ be a divergence-free vector obtained from a bounded and integrable vorticity function $\omega$ via a stream function $\psi$ (59). For any $q > 2$, and $p < \infty$ there exists a constant $C$ such that

$$\|\nabla u\|_{L^\infty(\mathbb{R}^2)} \leq C \|\omega\|_{L^\infty(\mathbb{R}^2)} \left\{ 1 + \log_+ \left( \left[ \|\omega\|_{L^p(\mathbb{R}^2)}^{\frac{q-2}{p}} \|\nabla \omega\|_{L^q(\mathbb{R}^2)} \right] \right) \right\}. \quad (61)$$

The proof of this lemma is done by splitting the integral in (60) in three pieces, an inner region $|z| \leq \delta$, an intermediate region $\delta < |z| < L$ and an outer region $|z| \geq L$. One may choose first $L$ as the length scale defined with $\|\omega\|_{L^\infty(\mathbb{R}^2)}$ and $\|\omega\|_{L^p(\mathbb{R}^2)}$,

$$L^2 \leq \frac{\|\omega\|_{L^p(\mathbb{R}^2)}}{\|\omega\|_{L^\infty(\mathbb{R}^2)}}.$$

The outer piece is bounded by $C L^{-\frac{2}{p}} \|\omega\|_{L^p(\mathbb{R}^2)} = C \|\omega\|_{L^\infty(\mathbb{R}^2)}$ and the intermediate region by $C \|\omega\|_{L^\infty(\mathbb{R}^2)} \log_+ \left( \frac{L}{\delta} \right)$. The inner region can be bounded using the structure of the kernel by $C \delta^{1-\frac{2}{q}} \|\nabla \omega\|_{L^q(\mathbb{R}^2)}$. The proof of the lemma ends by choosing $\delta$ so that the inner piece is also bounded by $C \|\omega\|_{L^\infty(\mathbb{R}^2)}$.

Now let us assume that we know only the bound (56). Then, using (43) together with (44) we have

$$\frac{d}{dt} \left\{ \|\omega\|_{L^r(\mathbb{R}^2)} + \|\nabla \theta\|_{L^r(\mathbb{R}^2)} \right\} \leq (\|\nabla \theta\|_{L^\infty(\mathbb{R}^2)} + g) \left\{ \|\omega\|_{L^r(\mathbb{R}^2)} + \|\nabla \theta\|_{L^r(\mathbb{R}^2)} \right\}$$

and consequently

$$\sup_{t \leq T} \left\{ \|\omega\|_{L^r(\mathbb{R}^2)} + \|\nabla \theta\|_{L^r(\mathbb{R}^2)} \right\} \leq \Omega_r < \infty \quad (62)$$

for $r \geq q$, with $\Omega_r$ depending on $G$ and initial data. Adding (57) and (58) we have

$$\frac{dY}{dt} \leq C \left( \|\nabla \theta\|_{L^\infty(\mathbb{R}^2)} + \|\nabla u\|_{L^\infty(\mathbb{R}^2)} + g \right) Y(t)$$

for

$$Y(t) = \|\nabla \nabla \theta\|_{L^q(\mathbb{R}^2)} + \|\nabla \omega\|_{L^q(\mathbb{R}^2)}.$$

In view of (62) and (61) it follows from the Gronwall inequality that

$$\sup_{t \leq T} \left[ \|\nabla \nabla \theta\|_{L^q(\mathbb{R}^2)} + \|\nabla \omega\|_{L^q(\mathbb{R}^2)} \right] \leq C \quad (63)$$

holds with $C$ depending only on initial data, $T$ and $G$. Thus
Proposition 6. Let \( T > 0 \), and let \((u_{(0)}, \theta_0) \in W^{2,q}(\mathbb{R}^2)\) with \( q > 2 \) be initial data for (42). Assume that the solution \((u, \theta)\) is smooth on the interval \([0, T)\). If the solution blows up at \( T \) then

\[
\int_0^T \| \nabla \theta \|_{L^\infty(\mathbb{R}^2)} \, dt = \infty.
\]

Conversely, if the integral above is finite, then \((u, \theta)\) can be extended uniquely beyond \( T \),

\[(u, \theta) \in L^\infty([0, T_1], W^{2,q}(\mathbb{R}^2))\]

with \( T_1 > T \).

This shows that the gradient of \( \theta \) controls blow up in the ideal Boussinesq equations ([7], [33]). The magnitude

\[
m(x, t) = |\nabla \perp \theta(x, t)|
\]

obeys

\[
(\partial_t + u \cdot \nabla) m(x, t) = \alpha(x, t) m(x, t)
\]

with

\[
\alpha(x, t) = S(x, t) \xi(x, t) \cdot \xi(x, t),
\]

\[
S = \left| (\nabla u + (\nabla u)^\ast) / 2 \right| \xi(x, t) \cdot \xi(x, t), \quad \xi = \frac{\nabla \perp \theta}{|\nabla \perp \theta|}.
\]

Using (60) we have

\[
S(x, t) = -\frac{1}{2\pi} \text{P.V.} \int \frac{(\hat{z}_j)(\hat{z}_i^\perp) + (\hat{z}_i)(\hat{z}_j^\perp)}{|z|^2} \omega(x - z, t) \, dz,
\]

and consequently

\[
\alpha(x, t) = \frac{1}{\pi} \text{P.V.} \int \frac{(\hat{z} \cdot \xi(x, t))(\hat{z} \cdot \xi^\perp(x, t))}{|z|^2} \omega(x - z, t) \, dz.
\]

At present we do not know how to prove that blow up does not occur, nor that it does. The mathematical analysis can shed some light on numerical studies, however. Unpublished numerical studies by the group of Professor S. Toh in Kyoto, showed that a putative blow up occurs at time \( t^* \) and that the nature of the blow up is the following. There exists a length scale \( \delta(t) \) that converges to zero, \( \lim_{t \to t^*} \delta(t) = 0 \) so that the gradient of \( \theta \) changes significantly only in a strip of width \( \delta(t) \) along a line corresponding to a particular value of \( \theta \). The line itself does not change much in time.
To investigate this mathematically we take, without loss of generality, coordinates so that this line is the $x_1$ axis. The computed velocity is approximately a shear, that is, that it changes significantly across this line, but not away from it, and that at the putative blow-up time the vorticity concentrates along the same line. This shear formation would be described to leading order by $u(x_1, x_2, t) = U(\frac{x_2}{\delta}, t)x_1$, with $U$ analytic, but non-constant. The vorticity generated from such a velocity would be $\omega(x_1, x_2, t) = -\frac{1}{\delta}U_Y(\frac{x_2}{\delta}, t)$. This vorticity does not contribute to $\alpha(x)$. More precisely if the putative blow up point is $x = (x_1, x_2) = (0, 0)$ then the direction $\xi(0, t)$ is $\hat{x}_1$ and the integral representing $\alpha(0, t)$ is, to leading order, equal to

$$\alpha(0, 0, t) \sim \frac{1}{\pi} P.V. \int_0^\infty \int_0^{2\pi} \sin \phi \cos \phi U_Y(-\frac{1}{\delta} \sin \phi) \frac{1}{\delta r} d\phi dr = 0.$$ 

The integral vanishes because the integrand is a derivative of an analytic function of $\sin \phi$. So the only contributions to the growth of $\nabla \theta$ come from the subleading order terms. These will be bounded, if for instance $u(x_1, x_2, t) = U(\delta x_1, \frac{1}{\delta} x_2, t)$, i.e. if the variation of the velocity along the putative line of blow up is slow. Only if this variation is rapid can one sustain a blow up. This means however that the vortex sheet would have to crumple, on scales that vanish together with $\delta$. The crumpling was observed numerically at the edges of the sheet.

6. Navier-Stokes Equations

The Navier-Stokes Equations ([22], [42]) are

$$D_\nu u + \nabla p = 0,$$
$$\nabla \cdot u = 0.$$ 

(67)

The operator $D_\nu$

$$D_\nu = D_\nu(u, \nabla) = \partial_t + u \cdot \nabla - \nu \Delta$$

describes advection with velocity $u$ and diffusion with kinematic viscosity $\nu > 0$. When $\nu = 0$ we recover the Euler equations (1), and $D_\nu|_{\nu=0} = D_t$. In the smooth regime this an obvious result; in non-smooth regimes the problem is nontrivial ([25]) and in the presence of boundaries, the limit is not completely understood. The vorticity $\omega = \nabla \times u$ obeys an equation similar to (30):

$$D_\nu \omega = \omega \cdot \nabla u.$$ 

(69)
The Eulerian-Lagrangian representation of the Euler equations (32) has a viscous counterpart ([17], [18]):

$$
\begin{align*}
D_\nu A &= 0, \\
D_\nu v &= 2\nu C\nabla v, \\
u &= \mathbb{P}((\nabla A)^* v).
\end{align*}
$$

The right hand side of (70) is given terms of the connection coefficients

$$C_{k;i}^m = \left( (\nabla A)^{-1} \right)_{ji} (\partial_j \partial_k A^m).$$

The detailed form of virtual velocity equation in (70) is

$$D_\nu v_i = 2\nu C_{k;i}^m \partial_k v_m.$$ 

In addition to being locally well posed, the Eulerian-Lagrangian viscous equations are capable of describing vortex reconnection. We associate to the virtual velocity \( v \) the Eulerian-Lagrangian curl of \( v \)

$$\zeta = \nabla^A \times v \tag{71}$$

where

$$\nabla^A_i = \left( (\nabla A)^{-1} \right)_{ji} \partial_j$$

is the pull back of the Eulerian gradient. The vorticity equation representation in Eulerian-Lagrangian form is

$$\begin{align*}
D_\nu A &= 0, \\
D_\nu \zeta^q &= 2\nu G^q_k \partial_k \zeta^p + \nu T^q_{kp} \zeta^p, \\
u &= \nabla \times ( -\Delta )^{-1} ( C[\nabla A, \zeta] ).
\end{align*} \tag{72}$$

The Cauchy transformation

$$C[\nabla A, \zeta] = (\text{det}(\nabla A)) (\nabla A)^{-1} \zeta \tag{73}$$

is the same as the one used in the Euler equations, except that \( \text{det}(\nabla A) \) need not be identically equal to 1. The specific form of the two terms on the right hand side of the Cauchy invariant’s evolution are

$$G^q_k = \delta^q_k \delta^p_{m} C_{k;m}^p - C_{k;p}^q \tag{74}$$

and

$$T^q_{kp} = \epsilon_{qji} \epsilon_{rmp} C_{k;j}^m C_{r;k}^p \tag{75}.$$
pair \((A, \zeta)\) formed with the “back-to-labels” map \(A\) and the diffusive Cauchy invariant \(\zeta\) are convenient charts. Because the fluid variables \(u\) or \(\omega\) are represented as products of elements in the chart, it is possible for the chart to become singular without the fluid becoming singular. The regularity of the fluid is not equivalent to the regularity of a single chart, but rather to the existence of smooth, compatible charts. In order to quantify this statement we used the terminology of “group expansion” for the procedure of resetting. More precisely, the group expansion for (70) is defined as follows. Given a time interval \([0, T]\) we consider resetting times

\[0 = t_0 < t_1 < \cdots < t_n \cdots \leq T.\]

On each interval \([t_i, t_{i+1}]\), \(i = 0, \ldots\) we solve the system (70):

\[
\begin{align*}
D_\nu(u, \nabla)A &= 0, \\
D_\nu(u, \nabla)v &= 2\nu C\nabla v, \\
u &= P((\nabla A)^*v),
\end{align*}
\]

with resetting conditions

\[
\begin{align*}
A(x, t_i) &= x, \\
v(x, t_i + 0) &= ((\nabla A)^*v)(x, t_i - 0).
\end{align*}
\]

The resetting occurs if \(\nabla \ell = (\nabla A) - I\) reaches a preassigned value \(\epsilon\) in an analytic norm, where \(\ell := A - x\). In fact, we fix \(\lambda > 0\) and require that for all \(i \geq 1\) and all \(t \in [t_i, t_{i+1})\) the inequality

\[
\int e^{\lambda |k|} \left| \tilde{\ell}(k) \right| dk < \epsilon < 1
\]

is satisfied. If there exists \(N\) such that \(T = \sum_{i=0}^{N}(t_{i+1} - t_i)\) then we say that the group expansion converges on \([0, T]\). A group expansion of (72) is defined similarly. The resetting conditions are

\[
\begin{align*}
A(x, t_i) &= x, \\
\zeta(x, t_i + 0) &= C[(\nabla A))(x, t_i - 0), \zeta(x, t_i - 0)].
\end{align*}
\]

The analytic resetting criterion is the same. The first interval of time \([0, t_1]\) is special. The initial value for \(v\) is \(u_0\) (the initial datum for the Navier-Stokes solution), and the initial value for \(\zeta\) is \(\omega_0\), the corresponding vorticity. The local time existence is used to guarantee invertibility of the matrix \(\nabla A\) on \([0, t_1]\) and Gevrey regularity ([38]) to pass from moderately smooth initial data to Gevrey class regular solutions. Note that the resetting conditions are designed precisely so that
both $u$ and $\omega$ are time continuous. The following result was proved in [18].

**Theorem 3.** Let $u_0 \in H^1(\mathbb{R}^3)$ be divergence-free. Let $T > 0$. Assume that the solution of the Navier-Stokes equations with initial datum $u_0$ obeys $\sup_{0 \leq t \leq T} \|\omega(\cdot, t)\|_{L^2(dx)} < \infty$. Then there exists $\lambda > 0$ so that, for any $\varepsilon > 0$, there exists $\tau > 0$ such that the group expansions for both (70) and (72) converge on $[0, T]$ and the resetting intervals can be chosen to have any length up to $\tau$, $t_{i+1} - t_i \in [0, \tau]$.

Conversely, if one group expansion converges, then so does the other, using the same resetting times. The Weber and Cauchy formulas apply and reconstruct the solution of the Navier-Stokes equation. The enstrophy is bounded $\sup_{0 \leq t \leq T} \|\omega(\cdot, t)\|_{L^2(dx)} < \infty$, and the Navier-Stokes solution is smooth.

The Navier-Stokes equations require frequent resettings. There is a deep connection between these resetting times and vortex reconnection ([45]). In the Euler equation, as long as the solution is smooth, the Cauchy invariant obeys $\zeta(x,t) = \omega(0)(A(x,t))$ with $\omega(0) = \omega_0$, the initial vorticity. The topology of vortex lines is frozen in time. In the Navier-Stokes system the topology changes. This is the phenomenon of vortex reconnection. Vortex reconnection is a dynamical dissipative process. The solutions of the Navier-Stokes equations obey a space time average bound ([13])

$$\int_0^T \int_{\mathbb{R}^3} |\omega(x,t)| \left| \nabla_x \left( \frac{\omega(x,t)}{|\omega(x,t)|} \right) \right|^2 \, dx \, dt \leq \frac{1}{2} \nu^{-2} \int_{\mathbb{R}^3} |u_0(x,t)|^2 \, dx.$$  

This bound is consistent with the numerically observed fact that the region of high vorticity is made up of relatively straight vortex filaments separated by distances of the order of the Kolmogorov length. The processes by which these configurations are obtained and sustained are vortex stretching and vortex reconnection. When vortex lines are locally aligned, a geometric depletion of nonlinearity occurs, and the local production of enstrophy drops. Indeed, the Navier-Stokes equations have global smooth solutions if the vorticity direction field $|\omega|$ is Lipschitz continuous ([20]) in regions of high vorticity. Vortex reconnection is a manifestation of a regularizing mechanism.

### 7. The Blow Up Issue for Navier-Stokes Equations

If the solution of the Euler equations with initial data $u_0$ is smooth on a time interval $[0, T]$ then the solutions of the Navier-Stokes equations...
with the same initial data are smooth on the same time interval, if \( \nu > 0 \) is small enough (\([12]\)). The Navier-Stokes blow up is not a gradient blow up: if

\[
\int_0^T \|u\|_{L^\infty(dx)}^2 \, dt < \infty
\]

then the solution is smooth on \([0, T]\) (\([51]\)). The known result in this context is

\[
\int_0^T \|u\|_{L^\infty(dx)} \, dt < \infty.
\]

This result (\([17]\)) follows using the ideas of \([37]\). The sufficient conditions for regularity involving gradients are obtained easily. Multiplying the vorticity equation (69) by \( \omega \), integrating and using Morrey-Sobolev inequalities and Holder inequalities we arrive at

\[
\frac{d}{dt} \|\omega\|_{L^2(dx)}^2 + \nu \|\nabla \omega\|_{L^2(dx)}^2 \leq C \nu^{-3} \|\omega\|_{L^2(dx)}^6.
\]

If

\[
\int_0^T \|\omega\|_{L^2(dx)}^4 \, dt < \infty
\]

it follows thus that \( u \) is a strong solution \( (u \in L^\infty([0, T], W^{1,2}) \cap L^2([0, T] \cap W^{2,2})) \) and therefore smooth (\([22]\)). The geometric depletion of non-linearity can be used in conjunction with this, and one can formulate conditions sufficient for regularity in terms of only the direction field associated to the vorticity (\([20]\)). Conditions sufficient for regularity in terms of only the pressure are given in \([49]\). The completion of the range of conditions in terms of only the velocity is given in \([35]\).

The global regularity of solutions can be pursued in the context of the Eulerian-Lagrangian formulations (70). Here we give a condition in terms of only the back-to-labels map. We pick a fixed a small number \( \epsilon > 0 \) and require on each interval of time \( I = [t_i, t_{i+1}] \)

(76) \[
\sup_{t \in I} \|\nabla \ell\|_{L^\infty(dx)} \leq \epsilon.
\]
The equation obeyed by $\ell = A - I$ is
\begin{equation}
D_v \ell + u = 0
\end{equation}
with $\ell(x, t_i) = 0$. Therefore,
\begin{equation}
\nabla \ell(t) = - \int_{t_i}^t e^{\nu(t-s)\Delta} \nabla \{ (I + \nabla \ell(s)) \} u(s) \, ds.
\end{equation}
Denoting $g(s) = \| \nabla \ell(\cdot, s) \|_{L^\infty(dx)}$, and using well known properties of the heat kernel, we have
\[
g(t) \leq C \int_{t_i}^t (\nu(t-s))^{-\frac{p+3}{2p}} (1 + g(s)) \| u(s) \|_{L^p(dx)} \, ds
\]
for $p > 3$. Using the Weber formula (70) we have
\begin{equation}
\| u(s) \|_{L^p(dx)} \leq C(1 + g(s)) \| v(s) \|_{L^p(dx)}
\end{equation}
and thus $\tilde{g}(t) = \sup_{t_i \leq s \leq t} g(s)$ obeys
\[
\frac{\tilde{g}(t)}{1 + \tilde{g}(t)} \leq C \nu^{-\frac{p+3}{2p}} \left( \int_{t_i}^t \frac{C}{\nu} \| u(s) \|_{L^p(dx)} \, ds \right)^{\frac{1}{q}}
\]
if $q > \frac{2p}{p-3}$, and $\tau = t_{i+1} - t_i$. Using $\epsilon \leq 1$ we deduce that, if
\begin{equation}
\left( \int_I \| u(s) \|_{L^p(dx)}^q \, ds \right)^{\frac{1}{q}} \leq C \| v(t) \|_{L^p(dx)}
\end{equation}
holds then (76) holds if we choose $\tau = t_{i+1} - t_i$ small enough. In particular, if
\begin{equation}
V_p(I) = \sup_{t \in I} \| v(t) \|_{L^p(dx)}
\end{equation}
is finite, with $p > 3$ then
\begin{equation}
C \tau^{-\frac{p-3}{2p}} \nu^{-\frac{p+3}{2p}} V_p(I) \leq \epsilon
\end{equation}
implies (76).
The semigroup method is suitable for $\ell$ because $\ell$ is small, but it is not suitable for $v$. The fact that an equation of the type $D_{\ell} v = 0$ does not increase $L^p$ norms for large smooth $u$ is not easily seen using the semigroup method, but it is transparent using the energy method. We take the $v$ equation of (70), multiply by $v|v|^{p-2}$, integrate, and use the divergence-free condition:

$$\frac{1}{p} \frac{d}{dt} \int |v|^p \, dx + \nu \int |\nabla v|^2 |v|^{p-2} \, dx \leq C \nu \int |\nabla v||v|^{p-1} |C(x, t)| \, dx.$$ 

A Schwartz inequality brings us to

$$\frac{1}{p} \frac{d}{dt} \int |v|^p \, dx + \nu \int |\nabla v|^2 |v|^{p-2} \, dx \leq C \nu \int |v|^p |C(x, t)|^2 \, dx,$$

and therefore, using Hölder

$$\frac{1}{p} \frac{d}{dt} \int |v|^p \, dx + \nu \int |\nabla v|^2 |v|^{p-2} \, dx \leq C \nu \left( \int |v|^{3p} \, dx \right)^{\frac{1}{3}} \left( \int |C(x, t)|^3 \, dx \right)^{\frac{2}{3}}.$$

Now Morrey’s inequality in $\mathbb{R}^3$, $\int |\nabla \phi|^2 \, dx \geq C \left( \int |\phi|^6 \, dx \right)^{\frac{1}{3}}$ implies

$$\int |\nabla v|^2 |v|^{p-2} \, dx \geq C \left( \int |v|^{3p} \, dx \right)^{\frac{1}{3}}.$$

Therefore, there exists an absolute constant $\gamma_p$ such that, if

$$\sup_{t \in I} \|C(x, t)\|_{L^3(dx)} \leq \gamma_p$$

holds then

$$\frac{d}{dt} \|v\|_{L^p(dx)} \leq 0$$

holds on $I$ for $p \geq 2$. This should not surprise, even for large data, because $v$ is close to $u(t) \circ A$ and $A$ is diffusive, close to volume-preserving. The constant $\gamma_p$ in condition (83) is locally bounded in $p \geq 2$. The norm $\|C(x, t)\|_{L^3(dx)}$ is nondimensional (invariant under dilations of space) and the conditions (83) and (76) are nondimensional (invariant under space-time dilations compatible with the equations). If (76) holds on a time interval $I$ and if

$$\sup_{t \in I} \|\nabla \nabla \ell\|_{L^1(dx)} \leq c_p$$

holds then

$$\frac{d}{dt} \|v\|_{L^p(dx)} \leq 0$$
for appropriate \( c_\rho \) then \( C(x,t) \) is well defined on \( I \), and (83) holds. Consequently, (84) holds on \( I \), and we have that (76) and (85) imply

\[
V_p(I) \leq \| u(t_i) \|_{L^p(dx)}
\]

holds. Using the Weber formula in (67) it follows from (79) and (76) that

\[
\sup_{t \in I} \| u(t) \|_{L^p(dx)} \leq C(1 + \epsilon) \| u(t_i) \|_{L^p(dx)}
\]

holds. This shows that the expansion can be defined using the criteria (76) and (85).

In order to do this, let us recall ([22], based on [43]) that if \( u \in L^\infty([0,T];L^2(T^3)) \cap L^2([0,T],H^1(T^3)) \) is a Leray weak solution of the periodic three dimensional Navier-Stokes equations with initial datum in \( u_0 \in H^1(\mathbb{R}^3) \) then there exist nonempty intervals \( I_j = [l_j,r_j) \), \( j = 0,1,2,\ldots \) such that \( l_0 = 0, u \in L^\infty(J_j;H^1(T^3)) \cap L^2(J_j;H^2(T^3)) \) for \( J_j = [l_j,r_j) \), \( \rho_j < r_j \). The intervals \( I_j \) are maximal intervals of the form \( I = [l,r) \) such that \( u \in L^\infty(J;H^1(T^3)) \cap L^2(J;H^2(T^3)) \) for any \( J \subset I \) compact subset. The sum \( \sum_{j=0}^\infty \sqrt{(r_j - l_j)} < \infty \). Clearly from definitions the points \( r_j \) are singular times. If we make the assumption that (76) and (85) hold for any interval \( I_j \) then the solution is regular. Indeed, from the inequality

\[
\left| \int (u \cdot \nabla \omega) \cdot \omega \, dx \right| \leq C_p \| u \|_{L^p} \| \nabla \omega \|_{L^2}^{1+\frac{2}{p}} \| \omega \|_{L^2}^{1-\frac{2}{p}}
\]

valid for \( p > 3 \) and from the vorticity equation, it follows that

\[
\sup_{t \in I_j} \| \omega(t) \|_{L^2} \leq C \| \omega(l_j) \|_{L^2} \exp \left\{ c\nu \frac{r_j^{\frac{2}{p}}}{l_j} \int_{l_j}^{r_j} \| u(s) \|_{L^p}^{\frac{2p}{p-3}} \, ds \right\}.
\]

From (87) it follows that the right hand side is finite, and therefore \( r_j \) is not a singular time, contradicting the maximality of the intervals. Thus the assumption implies that \( j = 0 \) and the interval of regularity is \([0,T] \). The assumption involves a non-constructive aspect. A constructive procedure involves the group expansion.
Theorem 4. Let \( u_0 \in H^1(\mathbb{T}^3) \) be divergence-free. Let \( T > 0 \). Let \( \epsilon > 0 \) be a small number. Consider nonempty intervals \([t_i, t_{i+1}]\) with \( t_0 = 0 \). On each interval \([t_i, t_{i+1}]\), \( i = 0, \ldots \) we solve the system (70):

\[
\begin{aligned}
D_\nu(u, \nabla)A &= 0, \\
D_\nu(u, \nabla)v &= 2\nu C \nabla v, \\
u &= P((\nabla A)^* v),
\end{aligned}
\]

with initial condition \( v(x, 0) = u_0 \) and resetting conditions

\[
\begin{aligned}
A(x, t_i) &= x, \\
v(x, t_i + 0) &= ((\nabla A)^* v)(x, t_i - 0).
\end{aligned}
\]

The length \( \tau_i = t_{i+1} - t_i \) of the \( i \)-th interval is determined by the requirement \( \tau_i = \sup\{0 < \tau < T\} \) where \( \tau \) has the property

\[
\sup_{t \in [t_i, t_{i+1}]} \|\nabla \ell\|_{L^\infty(\mathbb{T}^3)} \leq \epsilon
\]

and

\[
\sup_{t \in [t_i, t_{i+1}]} \|\nabla^2 \ell\|_{L^3(\mathbb{T}^3)} \leq c_p
\]

where \( \ell(x, t) = A(x, t) - x \), and \( c_p \) is the absolute constant of (85) with \( p > 3 \). Then the solution of the Navier-Stokes equation with initial datum \( u_0 \) is regular on \( \cup_i [t_i, t_{i+1}] \).

Remark. The theorem does not assert that \( \cup_i [t_i, t_{i+1}] = [0, T] \).

Proof: In view of the previous argument, \( \|v\|_{L^p(\mathbb{T}^3)} \) is a nonincreasing function of time in each of the intervals. The values of \( \|u\|_{L^p(\mathbb{T}^3)} \) on each interval are hence controlled using (87) and, consequently, the values of \( \|\omega\|_{L^2(\mathbb{T}^3)} \) are controlled using (88). It follows that for each closed interval \([0, t] \subset \cup_i [t_i, t_{i+1}] \) the solution of the Navier-Stokes equation has uniformly bounded \( \|\omega\|_{L^2(\mathbb{T}^3)} \) and is therefore regular.
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