
NETWORKS AND GENERATION IN SYSTEMIC-FUNCTIONAL 
GRAMMAR 

Vicente López Folgado 
Universidad de Córdoba 

1. In a recent papcr R.Hasan (1987) brillantly traces the line of development that 
modem linguistics must necessarily follow if it wants to survive at al1 in the rapidly 
changing scientific scene. And she does mean "survive", since the present panorama is 
deadly wounded, according to her, or as she dramatically puts it, "fraught with 
mortality". 

The uprooting of structuralist ideas al the hands of a new trend (transfomational 
grammar: TG for short) with a bag of new notions like competente, infalliblerules, ideal 
speakers and inborn ideas was so cataclysmic that a gap grew between two parties: the 
pro-TG and the rest. 

Some of "thc rest" now raise their voice claiming that the basic tenets of TG are 
so highly absuact and formally idealized that they are unable to answer many of the 
questions of how language works in human communication. 

Therefore, some of "the rest" dcnounce the short-sightedness of the aims of TG 
in its account of language phenomena, in thcir social as much as in their psychological 
implications. 

An unfortunale conscquence of the dccply rooted idealization in the treatment 
of language, advocaled and devcloped by the first smcturalists, and dating back to their 
founder F. de Saussurc(l916), was the vicw of language as a system separated from its 
actual use ("languc" as independent froin "parole") and common to al1 language users 
("une langue unc" or in Meillet's words "un systeme oh tout se tieni"). 

Thisapproach wascloscly followcd by Chomsky and mostTGorientedlinguists 
till today. Somcof his crilics have pointed to what his view ignores and fails to explain, 
whatevcr its undcniableachievemenis and insighis. Thus Moore and Carling (198265) 
critically single out thc following measurcs Chomsky had to take in order to posit his 
deduclively formal Iheory: 

(i) scparatc íorm froin meaning and concentrate on form. 
(ii) assuine counterfactually that speech communities could be homogeneous. 
(iii) isolate language as a systcm from language users. 

Preciscly thcsc saine poinis are rhe basis for h e  criticism Hasan levels at the 
decaying suucturalist docuine and more specifically, at Saussure's most celebrated 
assuinprions. To redress the balancc, shc spares no word oí p i s e  for the íounder oE the 
Praguc School, Vilcm Mathcsius, whose work, undoubtedly worlhy of rqpraisal, 
countcrs some of Saussure's most ncgativcly influcntial and hithem unquestioned 



tenets.In particular she stresses Lhose paragraphs in Saussure that most oulstandingly 
reflect his idea of "homogcncity" and "indelcrminacy" of language. 

Conscqucnlly, the structuralist conclusion suggesls Lhat the "chaolic" facts of 
language are not amenablc lo scicntific formal analysis. As Hasan (1987:117) put it: 

Ideologically, the regularity of parole cannot be maintained; 
theorctically,thecxistenceof someregulaity cannotbutbe invoked; and, 
again, ideologically ordcr and chaos -homogeneity and heterogeneity - 
cannot be the characterising attributes o€ the very same phenomena. 

1.1. For thc founticr ol  British modcm linguistics, J.R.Firth, homogencity was, 
however, an alicn nolion. He envisagcd linguistic analysis as a method of "making 
statements of meaning". Menning was the true objcctive and the ultimale aim of 
language investigation. However, meaning was the mosl elusive of goals, bcing 
scattered throughout a variety of "dispcrsed modes" rather like "be dispcrsion of light 
of mixed wave-lcngths inlo a spectrum " as hc aplly put it.(l957:192) 

So "unity" was considercd by Firth, and still is by his disciples, a concept to be 
rejecled as harmful to the study of meaning, since, in Finh's own words again: "...we 
must apprchcnd languagc evcnts in their conlexts as shaped by the crcative acts of 
speaking pcrsons." (1 957: 193) 

In a wcll known paper Firth directly attacks the foundations of Saussure's basic 
tcnels, and thcrc hc unmistakcnly expresses: 

Wc are now a long way from de Saussure's mechanistic slrucluralism 
based on a given languagc as a funclion of a speaking mass, storcd in  he 
collective consciente, and from the undcrdog, considered merely as the 
speaking subject, whosespcech was not 1he''integral and concrete object 
of linguistics" (1957: 183) 

1 would like lo poiní out a closc connexion of this last stateinent wilh previous 
asscrtions made by British Iinguistssuch as A.Gardincror H.Sweet. What 1 suggesl and 
1 am sure1 am not ihe lirst to have noticcd it, is ~heexisience of a cohcrcnt his~orical linc 
of receivcd ideas conccrning language at large. 

Thus Gardiner(l951, 2nd cd), wriling some ycars before the philosophcr 
J.R.Auslin put forward his lhcory of Spcech aas, made thc following rcmarks: "An act 
of spcech, as conccivcd of in this book, is no incrc setof words capableofbcingrepcatcd 
on a number of scpmltc occasions, but a panicular, ~ransient occurrence involving 
dcfinite individuals and tied down toa special timc and place". (1951:71) 

Such a view strikes us as nearest to Finh's and the funher developmcnts o€ 
language thcory carricd out mostly by thc London group and other British linguists 
traincd undcr thc guidc of M.A.K.Halliday. But quilc importanlly, it also undcrlics the 
pragmaticians from Oxford and Wiugcnslcin's lalcr writings. 

1.2. Thc basic conccpt in the discussion of "mcaning" as undcrsiood by the 
systemic linguisiics is lhat of "choice" amongst availablc possibilitics for a speakcr in 



a real context of situation. Such choices form a self-consistent system or paradigm, 
whose terms interdct in nehvorkr of relations, ¡.e. the actual grammar of a language. 

Bcrry (1975: 144.) discusses this pointand foresces threeessential propedes of 
systems: 

(i) The terms in a syslcm are mutually exclusive 
(ii) A syslem is finile 
(iii) The tneaning of each Lerm in a system depends on the meaning of the other 

terms of the system. 
Let us see a simple illustration of networks: 

MOOD 

modality neutral 
declarative 

modality assessed 
- indicativc 

non-polar (Wh-) 
interrogative 

polar (Yes/No) 

exclusive 

l 
jussive 

- imperative inclusive 
optative 

Thc lcnns are dislinct, and arc a unificd meaning divisible into oher more 
dclicatc mcanings, as scts of oplions thatprecludcany olher alternative term from being 
choscn. But also importanlly, Lerms in a systcm share a common pmmatical frame- 
work (clause) as an enlry condition. 

Two main differcnces 1 would like point out here between a standard TG 
approach and a SFG (systcmic functionalist) one: 

a) First, in m'aking absuaction of individual speakers and sclting themselves Lhe 
job of just dcscribing conlcxt-indepcndcnt rules,the TG grammarians feel foreign to the 
concept ofchoice, simpl y bccduse it's not ~hcir aim.In relying more on the specific social 
condilions (rcgislcr) undcr which a concrete utterance (or tcxt) is produced. the SF 
linguists show little or no concem for the formal tules goveming the formation of a 
scntencc. 

b) Sccondly, thc lcading role that TG linguists underslandably attach to syntax 
as the basis of languagc is not rccognizcd by SFG linguists, who think that form is 
subservient lo meaning and thercfore, al1 formal choices in their systemic variations 
have a corrclale in semanlics. Variation implies non-idcnlity of meaning and wording, 
since languagc is inhcrenlly variable. 

According Lo standard TG lhought, however, the universality of formal gram- 
mars bcarsdirccdy on Lheway linguistic knowlcdgeisorganised within 1anguage"ideal 
uscrs". Compctcnce rcfcrs 10 natural languagc in its idealizcd fonn whileperformance 
rcfers to anylhingelse- a ragbag which includes al1 kindsofextra bitslike mental blocks, 
subtle shadcs, ovcrtoncs clc. 



These two essential points make that they are two independent, almost incom- 
parable views that, springing up from two divergent epistemological perspectives, 
should be secn as two mutually enriching contributions to western linguistics. Both can 
exploit their possibilities in accordance with their aims. 

1.3. It is evident, thcn, that a SF grarnmar accepts a much lower degree of 
formalization, not entering into the distinction between competence and performance. 
Denying any value to the conccpt "competence", al1 manifestations of language are per 
se "pcrformance", i.e. what the speaker does with his language. Halliday expresses his 
position thus: "There is no need to bring in the question of what the speaker knows; the 
background to what he does is what hc could do-a potential, which is objective, nota 
competence, which is subjective" (1978:38). We have anived at a key concept: a 
potential. A grammatical system is what a speaker can say, therefore operating as the 
realization of a semantic systcm, which is in tum what the speaker can mean. There is 
then a correlation between them both, which are themselves tied to a higher leve1 
semiotic of behaviour in the social lcvel. SFG defines itself as a social means of 
communication which has evolved in a cemin way because of its function in the social 
system. And, it is important to cmphasize this point at this siage, language exists in the 
social system in the form of actual texis. 

Halliday's words are again explicit here: 

There are many purposcs for which we may be interested in the text, in 
what people do and mcan and say, in real situations. But in order to make 
sense of the text, what the speaker actually says, we have to interprct it 
against thebackgroundof what hecan say. In other words, we see the text 
as actualized potentia1.(1975:40) 

Having made clear what the meaning of a system amounts to in a SFG, 1 would 
now like LO explain how its interna1 networks actually function. 

2. In full accordancc with the Finhian "polysystemic" principie mentioned 
above ( metaphorically expressed in the dispcrsion of light), in the mid-60s Halliday 
conceived of systems as paradigmatic set of choices, or systcm networks operating in 
the lexico-grammar at a particular rank point (clause,group,etc). 

The systcms are ordered according two two parametres: 
a) simultaneity b) depcndence. 
In the first instance, twochoicesaremadcin twoindependcnt systemsat the sarne 

time whereas in the second instance the tcrms in different systems form a hierarchy 
which conswin and condition the choiccs made. The notational conventions for the 
networks can be summarizcd in the following rule : "There is a point of origin which is 
an e n y  condition which can be simple or compound. If a tcrm is selected, thcn an entry 
condition is recurring for fiirlhcr sclcctions lo thc right." 

As J.R.M,min has put it:«It is clear that if systcmic gnmniars are to function as 
explicit generativc modcls, thcn system networks must include at lcast hose features 
necessary for generating well-formed slructures in a given language.» (1987:16) 



It seeins evidcnt then lhat features are focused as bearers of the meaning of the 
systcmic choices, so lhey need to be motivated by well grounded criteria. One essential 
criterion in motivating a feature is lhat it should have a rcflection in the syntagmatic 
stmcture through "realization rules". 

Thc reulization rules can be of four kinds: 

a) Daughter dcpendency rules: [b] + [w] [c] -+ [w] 
b) Sistcr depcndcncy rules: [blvfc] + [w] 
c) Function assignment rules: [b] L +Jm [c] 1 +Jm 
d) Sequcncing rulcs: [b]v[c] + [w] 

Herc fcaturcs m1 and [c] motivate a fcature [w] only ifsomeconditions hold, al1 
of which are formulatd from a) to d). In a SFG features are realized either through 
structures or Icxial items.Both are valid as fonnal exponente. 

The basic nehvorks can be givcn the following notational conventions charac- 
teristic in SFG analysis: 

a 
x+ [ = if [x], thcn [a] or [b] 

.(+'! =ifb] ,hcn [a lm~blmd[cl  or[d] 

4 d 
X ] +la  = i ~ [ x ] o r ~ y l . ~ ~ " [ a l o r ~  
Y b 
X )-+la = , [xl an(1 [y]. hcn [a1 or [b] 
Y b  

X 

-+ a = if [y], hen [a] or [b];if [x] then [a] 
[Y*[ b 

+ a 

x( .;; = if fx], lhcn [a] or [b] and [c] or Id] 
if [c], lhcn [a] 

Thc rclations spwi ficd in a systcm network are obviously deeper, and therefore 
absmct, than dic rclations cxprcssed in a syntíigmatic sequence. So the surface 
grammatical suucturc is but an insiantiation or realimtion of the lerms present in the 
decp grammar as expressed in thc nctworks. 



Dcpendcnce is pcrhaps more difficult to grasp from the iconic conventions of a 
network diagrain. Thrce main oncs can bc spccilicd: 

a) simple dcpcndencc: 

name of 
sub-networkj l 

b 

b) conjunctive dcpcndencc: 

c) disjunctive dcpcndcncc: 

2.1. The strong cmphasis, onc may wondcr, laid on the systcm rclations just 
shown, is not at the expcnsc of the syntagmatic cons~iluency? 

In SFG, as Halliday (1985:7) has claimcd, constituent structure is ueatcd "as a 
small, though esscntial, partof thc total picturc". Eversincc hisearly paper "Categories 
of the ~kory of grammr" (Word 17, 1961) Lhc concept of rank is the basis of the 
bracketing relations in thc synlactic stnictures, to which the functional labels are added. 
But the organizing principle of SFG far from being the scntence-oriented structure -1ike 
in TG -1ies rathcr in 1he lext-oriented system. 

In this vicw then, the decp grammar of a lext consists mainly of a set of features 
ordercd in the scalcs of rank and dclicacy, rathcr than a labclled conslitucnt trce. 

Thc grammaticai dcscription then, as is understood in SFG, is not that of a P- 
markcr as in TG. 

Firstly, thc scale of DELICACY accounts for the choice of siinultancous or 
dcpendcnt featurcs in a spccific nctwork. Thus, in the utterance: 



( 1 )  Did you hcar the ialesl ahout interest rales? 

Thc Clause has the featurcs. rollowing lhc diagram of h e  Mood nctwork given 
above: 

balar] which presupposes [inierrogative] which presupposes 
in tum [indicative]. 

Thcy are, thcrefore, dcpcndcnt sclections, chosen "Iater*'. 
On thc other hand, we have siinulianeous choices: 

[indicative] is indcpcndent of [transirive]. 

So one is not chosen "latcr" han the olhcr, but simultaneously. 
In the scale of dclicacy, thcn, the choice is madc between the terms of the 

righthand systcm only if a term has bccn choscn from the lefthand system (for further 
discussion cf.Bcrry 1975:Vol 1 Ch.9) For h e  sakc of illustration Ict us consider an 
example of complemcniary points ol enlry from the transilivity syslem of the Clause: 

( 2 )  The roaring mob strearr~d down [he lane 

Two altcmativcs can be drawn: the choicc of action process and the choice of 
evcnt proccss combine.. wilh the choiceof untypical animacy. So therealimtíon is both 
in thc axis oíchain (syniagmatic) and  he axis of choice (paradigmatic). Thus when we 
choose temls from syslcms we are making choices betwcen different paths along the 
realization scale, which amounts lo making choices among several possible meanings. 
Delicacy can siinilarly bc rcgarded as relating to bolh chain and choice. 

Thc notalion sct up by Bcrry (1975: 188) would be: 

r aclion proccss -------- -1 

- - +  1 intcntion process 
evcnt process 1); [ 

- - supervention process 
lypical anirnacy 

- - 4  1 
! uniypical aniinacy / 

2.2.Thc scalc of RANK accounts for Lhc slructural units arranged in a hierarchy 
of size or s&lus. The relationships csiablishcd among the units can bc paraphra.sed as: 

x coiisise of y which consistq of z 

Each unit, thcrcforc, consise of mcinbcrs of the units situatcd next below: a 
Clause consisLs of phrascs, phrascs in lum consist of words, and words consist of 
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morphemes. By conuast, the latter are said to be constituents of lhe former terms. 
Moreover, each unit can be complex: 

Clause Complex - Phrase Complex - Word Complex etc. 

Consider the following examples of phrase (or group in previous terminology), 
where we have a dcpendent suucture: 

(3) Ife drove ti11 rhe end of the lane late that night. 

A fist rank is rcprcsented by the structure: 

The iirst A-phrase is complex, as it consists of: 

~(repcnd) ~(ompleier) 
I 

p(repsi tion) 
A 

d(ctcrminer) h(cad) q(ua1ificr) 

ti11 the end [of the lane] 

The second A-phrase is also complex and shows, according to Fawcett, a 
different structure than nominal phrases. Hedcscribes il with different labels (temperer, 
apex, scopc and limitcr) which he extends to the adjectival group. 

Thus, hc foresees the autonomous flat structure: 

lare that night 

The rank-shiited phrase has yet another rank-shiited phrase within itself, which 
is analysed: 

a) for the PP: q [p c[d h]] 
b) for the AdvP: S [d h] 

whcre both c and S have thc power of a nominal phrase in the various possible 
realizalions. 



Smctures involving rankshift are polentially recursive, which means that 
additional layers may be repeating the same sort of established pallern. Thus a unit acts 
as a membcr of the unit ncxt below, as can be visually shown in the layers and nodes of 
tree diagrams. But there is a fundamental difference bewteen a RANKED constituent 
approach and an IMMEDIATE conslitucnt one. They would yield the interpretations: 

a) funclion-centred ranked consliluenis: 

CI 

SS V C A 
I I I I 

Nom.group Verb.group Nom.group prep.group 

4 A 
det m h aux lex m 

A 
h P 

/".. 

I I  I I  I I A  
(4a)Thar old reacher has raughr G e r k n  grammr for many years 

This analysis is called "minimal bracketing" (Halliday 1985) where we may 
note the functional labclling explicilly statcd, and where the ranks of hierarchical 
constilucnts are al1 important. So each node corresponds to a unit on the rank scale. 
Besides, the labcls indicate the class and the function. To the grarnmatical functions 
notcd above we should thcn add thc semantic functions any SFG must be able to 
describe. In (4) ~hcy should be: 

d 
Aclor Process Goal Circumstance 

b) rulc-ccnlrcd immcdiale constiwcnis: 

S 
------\ 

VP A 
A n  Adj N 

/'-'-. 
v 

v A A 
Adj 

(46) The old reacher 
1 i" A&i* 

has raughr Gcrman grammar formanyyears 
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3. According to SFG intcrprctation of language, then, a grarnrnar is not a "set 
ofrules that gcncratcs thc wcll-forincd scntences ofa particular language", as is lhe basic 
TG assurnplion. Rather, it rnay bc dcfincd as a "systematic resource for rneaning" or 
"a multi-leve1 semiolic s)~slem". Hencc thc relcvance of ranks in thc description of 
lexicograrnrnatical rcalizations. 

As Chornsky (197253) has argucd "there is no reasonably concrete or well- 
defined thcory of scrnantic reprcscntation Lo which one can refer. 1 will, howevcr, 
assurne hcre that such a syslcrn can be dcvcloped". Onc doubts, neverthelcss, whether 
it is not through his approach how acornprchensivernappingof rneaning and form could 
best bc speciíicd. In his ~hcory thc sl~rting point is thc syntactic slructure Z = 
(P ,,..., P ,,..., Pn) (whcrc P, is thc dccp suucture and Pn thc surface structure) lo which a 
sernantic rcpresenlation S is addcd, Logcther with a phonctic interpretation P. Moreover, 
in the standard TG thcory, thc seinantic represcntation is determined by Lhe deep 
structure and the phonetic intcrpretation, in tum, by the surface stmcture. 

But SFG rcprcscnls an alternativc formulalion which differs in ernpincal 
consequences. A Halliday's (1985:8) theoretical assuinption states ~hat "every suuc- 
tural feature has it? origin in thc scrnantics; that is, it has sornc function in the exprcssion 
of meaning". Frorn this assurnption anolhcr one is consequently derived which is f i i l y  
groundcd in systcmic uadition, narncly, that "the diffcrcnt types of suucture tend to 
express diffcrcnt kinds of meaning, as embodied in thc rnetafunctional hypothesis". 

So although the core of the languagc is thc lcxicograrnrnar (a cornplex ~crm 
indicating a conílalion of syntax plus lcxis plus morphology) as thc rnost formally 
abstract Icvel, it is crucially dcpcndcnt on thc so called mefafunctions which determine 
which options are more likcly to occur and with what frequcncy. Furlhcr still, Halliday 
(1978) assumcs thatvariablcspccch (ac~esdepc~ro1eenSaussure)rcpresentcd by "texts" 
are insiances oC the syslemic nelworks. The systcms having thc clause as their point of 
origin are thcn lurnpcd togctherin thrccdificrent organizational sets, which are the basic 
funcfionnl cornponents of grarnrnar: 

a) Transitivity 
b) Mood 
c) Therne 

As the thcory claims, each coinponcnt is oricntcd spccifically towards a scl of 
language uscs. Halliday (1970: l43f.) calls thc thrce rnain cornponents: 

1. Idcational (uansitivity and logical syslerns) 
2. Intcrpcrsonal (rnood and rnodality, and intonation systcms) 
3. Textual (thcmc and information, and cohercnce systcrns) 

A fundaii-icntal charactcristic of thcsc thrcc sc~s  of sysleins is that, contrary lo the 
classical oncs proposcd by K.Bühlcr or D.Hyrncs, thcy are in-built in the clwse itself. 
It is no1 the casc of an cxtra addcd lo structurc, but ntthcr these functions dctcm-iine the 
various suuctural possibilitics. 



3.1. As a result, a particular clause is representcd in the grammar as a set of 
feutures from  he thrccchoiccs stated aboveplus therealization rules(Hudson 1974: 13f.) 
The rcalization rules are ordercd in a similar way to uansformational niles. Surely the 
strongcr power and resuictions of uansformations must mean that TG heavily relies on 
them as cssential in their way of iackling hard points of pmmar. A conventional way 
then of gcnerating a paradigm from a systemic nctwork would be to posit an algorithm 
describing: 

a) a nul slructure premisc ( 2, = # # ) 
b) entry conditions for a network 
c) elemenls of suucturc : fcature realization rules 
d) structure building rules: ordering oF funclions 
d) function realization rules 

This is based on Hudson's "English Complex Sentences" model, which proved 
to be rather impractical as far as the generation of possible functions is concerned at the 
output of the structure-building rules. (cf Butler 1985:106ff. for criticism) In a later 
modcl he dcvclopcd (Hudson 1976), heexplicitly siates dependency relations (part-par1 
relations), which wcreneglected in previous systcmic models in favourofconstiluency. 
Hecallcd itDDG (daughtcrdcpcndcncy grammar) which inexplicitdiagrammes shows 
the "daughter" and "sister" depcndencics. The generation of stnictures by a DDG 
consisls firstly of a set of rulcs classifying systemic networks and secondly a set of rules 
realizing the syntactic form.Therules operatein acyclic way dependingon theIC layers. 
Nccdless to say, this approach comes nearcr toa synlactically based TG than toa pure 
SFG. 

3.2. But it is no~cworthy that Hudson is also, like TG, very explicit about the 
lexical insertion rulcs, whcrcitcmsareprovidcd wih al1 sorlsof specifications.Nodoubt 
this decision paved thc way to latcr dcvclopmcnts of his theory which has ended in a 
Word Gramlnur (Hudson 1984). For him the grammar gcncralion is based on the 
following siagcs /laycrs, with rules to comply wih: 

ITEM 
1 

Classification rulcs 

Lcxical inscnion A Structure building rules 

Noticethat thedircction ofarrows markoff theorderof procedures in generation. 
Quite iinpormtly, the suucture building rules (up to six kinds) revert on the previously 
considcrcd classification rulcs. Amongst them are the function assignment rules, also 
spccificd. Letus seca typical DDG diagramme with features selected from thesystems 
with a + or - w~lization: 



+sen tcnce 

-indicative 
1 i-b 

+predicate - +phra.w 
+nominal 
- "wh"- phrase 

+vansitive + definite 

-auxiliary _ COMPLEMENT 

Read the news 

Briefly, the explicitness of relations enablcs this son of grarnrnar to accomplish 
the generative requirernent quite effcctively. Also the formal recognition of "sister 
dependencies" (see marked arrows) allows thc DDG to aptly predict the sequence rules 
not accounted for explicitly in other grammars. 

But we are now sornewhat apart frorn the streamline SFG where the 
rnacrofunctions have a significant role lo play. As Halliday has rightly claiined: 

For a linguist, to describe languagc without accounting for lext is sterile; 
to describe text without relating it lo language is vacuous. The rnajor 
problem pcrhaps is that of intcrpreting the text as process, and the systern 
as evolution (iL? ontogcnesis in the language dcveloprnent of children): 
in olher words, of rcprescnting both the system and the instantiation in 
dynainic as well as in synoptic tcrms (1985:lO) 

One hardly needs to add hat such a goal is the "unachieved target" at which al1 
the SFG arrows aim. Many insightful studies are being carried out, yet al1 seern to be 
bound to fall short in their aspirations. The rcason is that dynarnic rnodels of scrniotic 
systerns are still in wait to be pushcd bcyond thc starting few yards of the longrun ahead. 

4.A SFG linguist who has made grcat efforts to carry things a little beyond the 
currenl sule of affairs is R.Fawceu. 

He is directly concemd with Ihe scmantics of a formal gramrnar, where such 
pragrnatic, mental rcpresentational data as "in fercnce" or "presupposition" forrn p'ut of 
the sernanlic load. Needlcss to say, we are faced hcre with an indeterminate, fuzzy area 
which, according LO Chomsky, is "vcilcd in obscurily and confusion". Fawcett, none- 
theless, far from being inhibited by the inua-organistic bias of formal linguistics where 
everything is to be explained disregarding al1 alusion to contex t or interpretants, extends 
his model to includc even "knowlcdgc of the universc". As SFG linguists repeatedly 
manifest, thcedges whercsernanticsand syntax meet arerather fuzzy and hard to tackle. 

If we consider what a SUBJECT mcans here: 



(5a) This student cooks well. 
(5b) This cabbage cooks well. 

One has to apply a semantic criterial yardstick to differcntiate between an 
"agenlive subjcct" - S% - andan afiected subject -S" -, as Fawcett suggests (1980: 182). 
His functional componcnls arc inspired in Halliday's mctafunctions, only that he 
expands thcm to as many as cigh~ -including mohlity and polarity- operating in two 
differcnt ranks, sincc thcy rcprescnt thc wholc semantics ora language. 

Abovc such a lcvcl wc can only rcfer to the social context now studied under 
widc, loose areasof mcrining known as "register" -field, tenorand modc- which reflect 
the link of a tcxt grarnmar with the social rcality (now mainsueam theory), whereas for 
Fawcett such realily cannot be but a psychological one. The components are: 

I 
experiential 

Idea fional 
k)gical 

I interactional 
Inrcrpersonol 

cxprcssivc 

I thcmatic 
Texlual 

informational 

For a start, in sharp contrast with Hudson, he aims ata semantic dcscription of 
languagc, hus mapping al1 the sclcctcd formal items and structurcs to lhese basic six 
functions: "It is irnporiant to crnphasize hat the meanings in the network are those that 
are built into lhc organization of the language".(Fawcctt 1984: 140) 

4.1. So thc ilcins, slruclurcs and lonc contours of a language play a part of some 
sort in thc gencralion of spccific incanings and only hose, not other possible universal 
mcanings. The configurations d nctworks, lherefore, depentf largely on the actual 
languageconccrned, since cvcry scmanlic fcature must haveareflex at the leve1 of form. 
The way mcanings are put to work within thc abstrrict framework of the components is 
o€ a coinpuiational kind, that is, opcrating simuliancously on several simia. 

In the mcntioncd papcr Fawcctl allows for the cognirive realiry to be present at 
theenuy condition toany nctwork (cultural classiíicationof things) since, for thisaulhor, 
communicating is basicall y a trans fcrence of somc "concept" from one mind to another. 
Hecalls such a conccpl "refcrcnt-thing" which is itsclf part of aWreFerent-situation" and 
both arcobviously mcnlril consuucts thüt, Fawcetl arguably claims, constitute theinpur 
to the graminar in two ranks rcspcctivcly. 

As in Halliday's prior framcwork, he cxtcnds scmantics to embnce the area 
traditionslly assigncd LO pragmatics in thc intcprsonal component, which ís only too 
natural in an SFG approach. Thus hc would generate the uitcrance: 



(6) U'ould you be quiel, please? 

Instcad of stíuting, as is customary, from thc syntactic altematives of the "mood 
systcin", hc trics siinuliancous choices froin ~hcintonation system and the illocutionary 
act systein. Thus we gct thc following paths chosen: 

This path differs, however, from that of Halliday's, who seems inclined to 
contemplate a "spcech function" rcalizcd in a straightfonvard way -unmarkedly- by 
means of congrucnt lexicogramrnatical smcturcs. And, although non-congrucnt reali- 
zalions like that of (6) are recognizcd, thcy arc not sufficiently explained, considering 
the impomnce of the so callcd "indirect spcech acts". So for Halliday (1985:69) the 
semantic nctworks which map fittingly the congrucnt realizations of the Mood system 
are: 

Commodity goods & serviccs 
cxchanged information 

Spccch function 
cxchange giving 
role dcmanding 

This csscntial nctwork has been exlendcd and completcd by others (Martin 
1992) to thc most dclicatc dctail, Lhus building insidc the semantics what is in othcr 
traditions lcft to the work of pragmatics. 

Fawcctt's inodel of illocutionary acts is, as usual, richer in complcxity and 
elaboradon, which mcans that it is lcss theoretically powerful in capturing generaliza- 
tions. In effect he inucxluccs as an enriching factor the role of tone groups as conveyors 
of meaning. But hcrc we are already ucading a ground hcdged up by a discoursal leve1 
from which wc want LO keep away for the sake of simplicity, even if the said hedge is 
not so thick that it forbids intcrconnections. 

The queslion of deplh inentioned above is the heart of the whole matter of 
generation. IL accounts for thc lracing of the number of nodes from the tenninal items 
at thebottom to thc top of h e  trces. This assumption is also exprcsscd through thenotion 
of cycle in Matthicsscn (1985). 

One cyclc is one complctc move from the paradigmatic axis to the syntagmatic 
axis. In other words, it covcrs an arch starting with the input system and stretching out 
to the output texl fragrrzenl. 

According to Matthiesscn, the fcatures associated with a function arc eithcr 
grammatical ( the opcrator is Preselecr) or lcxical (thc operator is Out-Classrfy). 

Thus hc secs thcsc conditions on cnlry like this: 



cycfe n 
1 

intercycle 
(prcsdcclion) 
1 

cycle n + l 

A rcalizalion is only siatcd once, givcn che binary character of features ( either 
positive or ncgativc). This is accomplishcd by mcans of h e  gafe, which is also used by 
Matthicssen. This mcans that several parallel syslcms may share the enuy condition of 
a feature (SUBJECT lor instance for an existential/declarative /imperative type o€ 
predication). Thus a gatc is an economical device which prevents unnecessary repeti- 
tions: "Given fcatures m and n, inscrt F". 

In sum, the type of multi-functional grammar Halliday first developed in the late 
60s and elabomlcd by many linguists over the years enables us to see the complexity of 
theconílating ~hrec funclions in a singleconstitucnt : transitivity, mood and theme,each 
itself subdividcd into a numbcr of sub-functions. 

They givc us a complcx piclurc of language meaning potentials, which is quite 
near our inluitions of how a human languagc must work. 

4.2. In conclusion, 1 am pcrsuadcd that a SFG is capableofgcncrating the lexico- 
grarnmarof thc langiiagc hclpcd by thc input systcmsand h e  shcltering macrofunclions. 
And, dcspite thc siill vaguc calcgorics of such functions, thcy are, howevcr, nccessary 
to capture tcxtual gcncmlizalions and orieniations in huinan exchangc oi meanings. 

Adiniltcdly, thcrc are many wcak points awaiting further atlcntion and develop- 
mcnt in SFG, bu1 a grímmar wilh such ainbilious aims - describing, explaining and 
predicling human tcxts - surcly dcserves more susiained, joint efforts on lhc part of 
currcnt analysls. 
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